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1 Introduction  

1.1 Background and Motivation  

The recent years have shows a growing interest in urban and indoor positioning with the 

development of applications such as car navigation, pedestrian navigation, local search and 

advertising and others location-based-services (LBS). However, in urban and indoor environment the 

classical mean of positioning, the GNSS has limited availability, accuracy, continuity and integrity due 

to signal blockage by building, intense multipath conditions and interferences from the other signals, 

abundant in metropolitan areas. As a consequence, several solutions have been explored to improve 

positioning performance in urban and indoor environments: 

¶ GNSS ameliorations: this includes (1) receivers ameliorations, such as high-sensitivity 

receivers [1], advanced multipath mitigation[2ς4], multi-constellation receiver, etc, or (2) 

system-level ameliorations, such as the introduction of new GNSS signals with features 

particularly interesting for urban and indoor positioning (e.g. BOC modulation more robust 

to multipath than classical BPSK, longer code, presence of a pilot channel allowing longer 

integration) and Assisted-GNSS [5] allowing lower C/N0 than classical GNSS. 

¶ Additional sensors: inertial sensors, magnetometers, odometers, cameras can be coupled 

to GNSS [6][7] using, for example, a Kalman filter, to provide a better availability, accuracy, 

continuity and integrity of the positioning solution. They can even temporary replace GNSS 

during its unavailability periods using, for example, dead-reckoning techniques. 

¶ Terrestrial positioning systems: they are systems deployed especially to provide a 

positioning service. One can cite pseudo-satellite (a.k.a. pseudolites) systems [8] that emit a 

GNSS signal to locally extend its coverage, new positioning signal (Locata [9], eLoran [10]), 

UWB emitters [11], RFID tags [12]. All these systems need the deployment of a specific 

infrastructure and are generally local. 

¶ Signals or Systems of Opportunity (SoO): they are any radio-communication signals present 

in the air, which are opportunely used to provide a positioning service. It is this type of 

signals that is explored in this PhD and there are described in detail in the following. 

The advantages of SoO for positioning are multiple: 

¶ Availability: by definition, SoO are available in any place where a radio-communication 

signal is available. Thus in particular in indoor and urban areas, since a lot of radio-

communication signals are deployed to be accessible in these environments.  

¶ Diversity of signals: the number of SoO is immense, especially in urban and indoor 

environments. Thus, there is a huge diversity in the available modulations, frequency bands, 

signal bandwidths, types of network, etc. 

¶ Low cost: SoO are existing radio-communication signŀƭΣ ǘƘŜȅ ŀǊŜ άŦǊŜŜƭȅέ ŀǾŀƛƭŀōƭŜΣ ƛƴ ǘƘŜ 

sense of there is no need to an additional infrastructure to provide the positioning service. 

Of course, SoO have also some drawbacks: 

¶ Not designed for a navigation purpose: since SoO are designed for a communication 

purpose and not for a navigation purpose they may not have the characteristics required to 
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provide a positioning service. As an example, for positioning solution based on the 

estimation of time-of-arrival (TOA), most of radio-communication systems are not time-

synchronized with a sufficient precision. However some of the last-generation 

communication systems require precise time synchronization (accuracy of few 

nanoseconds).  

¶ Multipath and non-line-of-sight propagation: urban and indoor environments are already 

very challenging for GNSS positioning due to the presence of multipath and signal masking. 

Furthermore, in terrestrial networks, used for most of the considered SoO, multipath and 

masking phenomena are even more important, leading to quick and important fading of the 

received signal and to a non-line-of-sight (NLOS) propagation, which could be a big issue for 

geometric-based positioning. 

¶ The telecommunication service is a priority: consequently, the positioning service using the 

telecommunication signal has to be thought to not degrade the telecommunication service. 

This is why generally, SoO are used passively, without impact on the telecommunication 

service, even some modification of the signal would improve the positioning performance.  

1.1.1 State of the art of positioning techniques using SoO  

Because of the variety of available SoO, a variety of techniques can be used to provide a positioning 

service. Depending on the characteristics of the targeted SoO, some positioning techniques are more 

suited than others. The existing positioning techniques and examples of SoO using these techniques 

are listed in the following. 

1.1.1.1 Cell-id positioning  

The cell-id positioning permits a rough location of a mobile station by identifying the in-view 

emitters. This technique assumes knowledge of emitter positions and its performance depends on 

the sizes of the emitter cells. 

Cell-id positioning is classically used in GSM networks, leading to a positioning error of more than 1 

km in average in suburban areas (large cell size) and about 200 meters in average in urban areas 

(smaller cell size) [13].  

1.1.1.2 Signal strength positioning  

The principle is to measure the signal strength of a received signal. Then, knowing the emitter 

position and according to a suitable propagation model, the distance between the mobile and the 

emitter can be estimated [14]. The precision of the technique depends on the reliability of the 

propagation model, which is unfortunately not good in urban and indoor environments. 

The measurement of the signal strength can be also compared to a database, constructed during a 

calibration phase and which includes measured and predicted signal strengths in different locations. 

The estimated position is the position where the measurement fit the database [15]. The main 

drawback of this technique, also known as fingerprinting, is the cost of construction of the database, 
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which presents in addition a limited reliability (emitter configuration can evolve after the calibration 

phase leading to erroneous database contents). 

This technique has notably be applied with Wi-Fi signals. They are particularly adapted to this 

positioning technique because signal strength measurements are already done in a Wi-Fi chipset and 

Wi-Fi hotspots are unambiguously identifiable through their MAC address and are not synchronized 

on a reference time. The precision of the positioning solution depends on the precision of the 

database and on Wi-Fi hotspot density. For example, an indoor experiment using the Ekahau 

Positioning Engine allows a mean positioning error comprised between 2.5 and 13 meters [16]. A 

more global outdoor coverage, such as proposed by Skyhook [17] (20 to 30 meters accuracy) or 

Google (100 meters accuracy) has often a less good precision. 

1.1.1.3 Time Of Arrival (T OA)/Time Difference Of Arriv al (TDOA) positioning  

 

The main idea of this technique is to measure the time of arrival (TOA), sometimes called time of 

flight, of a signal. This time corresponds to the travel time of the signal from the transmitter to the 

receiver. To obtain a correct TOA the transmitter and the receiver have to be synchronized on the 

same clock, or, at least, the clock difference between emitter and receiver has to be known or 

estimated. A TOA measurement for the k-th transmitter of a group of emitter can be modeled as 

following: 

 Ὕὕὃ ὶÒÃÖὶÔÒÁÎÓȟ ὦȢὧ (1.1) 

where: 

¶ Ὕὕὃ  is the TOA of the k-th transmitter expressed in meter 

¶ ὶÒÃÖ is the vector of coordinates of the receiver  

¶ ὶÔÒÁÎÓȟ is the vector of coordinates of the k-th transmitter 

¶ ὦ is the bias between clocks of transmitters and receiver, generally unknown 

¶ c the speed of light 

The receiver position determined by trilateration if at least four TOA measurements are available (or 

only 3 if the clock bias ὦ in known) using, for example, the Non-Linear Least Square algorithm. This is 

the technique used in GNSS [18].  

The TDOA technique is equivalent, but the measurement is the difference between TOAs from two 

different transmitters of the network. For this technique, the synchronization of the network of 

transmitters is still required but the difference in timing between emitters and receiver does not 

have to be estimated anymore. A TDOA measurement obtained from the k-th transmitter can be 

modeled as following : 

 ὝὈὕὃ  ὶÒÃÖὶÔÒÁÎÓȟ ὶÒÃÖὶÔÒÁÎÓȟ  (1.2) 
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where: 

¶ ὝὈὕὃ  is the TDOA of the k-th transmitter, expressed in meter 

¶ ὶÒÃÖ is the vector of coordinates of the receiver  

¶ ὶÔÒÁÎÓȟ is the vector of coordinates of the k-th transmitter 

¶ ὶÔÒÁÎÓȟ is the vector of coordinates of the transmitter taken in reference to compute TDOA 

Then the receiver position is determined by multilateration, at the intersection of several 

hyperboloids depending on TDOA measurements, if 3 TDOA measurements (i.e. 4 emitters including 

reference transmitter). 

TOA and TDOA positioning techniques allow the best precision, but it requires a precise 

synchronization of emitter (1 µs error = 300 meters error) and it is sensitive to multipath. Indeed 

multipathes result of reflection of the signal on obstacles around the receiver, that travel a longer 

distance than the direct signal before reaching the receiver. Thus, they may induce important error 

and the TOA or the TDOA measurement especially in urban and indoor environments. In addition, in 

those environment and more especially when considering terrestrial networks, the direct signal may 

even be absent. This induce an even more important error, generally called non-line of sight error. 

According to [19] this error can be modeled as a uniformly distributed distance comprised between 

24.4 and 244 meters or, according to [20] an error constrained between 0m and 1300m and with a 

standard deviation of 409m. 

 

Examples of SoO using TOA or TDOA techniques are: 

¶ UMTS signals using TDOA technique permit to reach a positioning mean error comprised 

between 10 meters (rural environment) and 150 meters (urban environment) [13]. 

¶ ATSC signal (DTV standard used in north America) allows a positioning mean error from 4 

meters (outdoor in direct sight of the TV emitters) to 30 meters (indoor) [21]. However this 

solution uses a reference station to deal with the non-synchronization of TV emitters. 

1.1.1.4 Angle of arrival  (AOA) 

The measurement of angle of arrival is performed thanks to an antenna array. With at least two 

measures, a position of the receiver can be computed. The AOA measurement is almost always done 

by the base stations (BS) (an antenna array is easier to install in a BS that in the mobile receiver). In 

theory such a technique can be used with any radio signal but it requires a specific architecture of 

the BS or the receiver (presence of antenna array). In addition this technique is very sensitive to 

NLOS propagation, since it requires the reception of the LOS signal to obtain a correct estimation of 

the AOA. 

In practice, an accuracy of about 100 meters can be reached [22]. 
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1.1.2 Choice of OFDM modulation and of the DVB-T standard  

Among all possible available SoO, this thesis focuses on the popular Orthogonal Frequency Division 

Multiplexing Modulation (OFDM). The specific reasons to explore the OFDM modulation capability 

for positioning are multiple: 

¶ OFDM modulation has been chosen by a large number of modern telecommunication and 

audio/video broadcast standards (Wi-Fi, WiMAX, DAB, T-DMB, DVB-T/H/SH, ISDB-¢Σ [¢9ΧύΦ 

This preeminence of OFDM-based signals makes them evident candidates to be used as 

signal-of-opportunity for ranging applications, and good candidates for nav/com services. 

¶ OFDM timing and frequency acquisition is very simple and quick thanks to the presence of a 

specific redundant component of the OFDM signal called the Cyclic Prefix, contrary to GNSS 

where a heavy search in the 2D time/frequency space is necessary.  

¶ OFDM signal includes pilot symbols that allows computing correlations between the received 

signal and a receiver-generated local replica, thus creating the grounds for precise 

synchronization (similarly to GNSS). 

¶ The robustness of OFDM against multipath authorizes operation in Single-Frequency 

Networks (SFNs). A SFN is a network where all the emitters send the same signal at the same 

frequency in a synchronized way (usually based on GPS time and frequency). A SFN can be 

very useful to extend the coverage of an emitter to isolated/masked areas without requiring 

additional frequency. From a positioning point-of-view, a SFN is also extremely interesting 

because it allows tracking multiple signals coming from several synchronized emitters on the 

same frequency (only 1 tuner required). This synchronization of the emitters is also strength 

to use TOA/TDOA positioning technique. 

To assess the performance of a positioning SoO based solution using the OFDM modulation, a 

particular signal using this modulation had to be targeted. Thus, the choice of the European standard 

for digital television, called Digital Video Broadcasting-Terrestrial (DVB-T), has been made for the 

reasons exposed below. In addition, even if it is not the best candidate for an operational system 

(particularly it generally has a low emitter density), it can be seen as a potential complement to 

GNSS-based positioning (DVB-T emitters are sometimes synchronized with GPS time). It is also 

particularly adapted for testing an OFDM-based ranging:  

¶ The signal definition is very simple (no specific pilot OFDM symbols, classic pilot grid) which 

makes the reuse of this work possible for other OFDM-based standard. 

¶ It is already deployed and operational (in France and many other countries) which allows 

tests on real signals, necessary to assess the performance of the ranging technique. 

¶ Both Multi-Frequency Networks (MFN) and Single-Frequency-Network (SFN) are available, 

thus permitting to test two ranging solutions in the both type of networks. 

¶ It is a wide-band (5 to 8 MHz) and high-power signal that could offer promising ranging 

accuracy and availability (even indoor). 
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1.2 Thesis Objectives  

The general thesis objective is to investigate the potential of the OFDM modulation to be used as a 

signal-of-opportunity for positioning, in order to assist or complement GNSS in urban and indoor 

environments.  

 

Considering the characteristic of the OFDM signal explained in section 1.1.2, especially the presence 

of a pilot component, the TOA/TDOA positioning technique is logically envisaged. Given the choice of 

the DVB-T standard as a study case, the first objective is obviously to develop a ranging method using 

a DVB-T signal, comprising acquisition and tracking modules. 

 

In order to prove the potential of the DVB-T signal (and more generally of the OFDM-based signals) 

to provide a precise ranging estimation, the second objective is to theoretically derive the 

performance of the acquisition and of tracking, in an AWGN channel. For that the mathematical 

models governing the ranging method have to be derived. Of course, the theoretical results have to 

be validated by simulations. 

 

The third thesis objective is to assess the performance of the ranging method in a real environment. 

For that a test bench is designed and developed (including hardware and software). This test bench 

must permit to record DVB-T signal in real environments (indoor and urban), must provide a 

reference position and must be portable. 

1.3 Thesis Contribut ions 

In collaboration with another PhD student [23], a ranging method using DVB-T signal has been 

developed. This includes acquisition and tracking algorithms adapted to terrestrial multi- and single-

frequency networks. 

 

A theoretical analysis of acquisition and tracking performance in Gaussian channel was done. This 

includes, for the acquisition algorithm, the definition of the detection probability as a function of SNR 

given a false alarm probability. For the tracking, the expression of the standard deviation of the 

tracking error and the expression of the tracking threshold have been derived theoretically and 

validated by simulation. 

 

A flexible test bench, permitting TV signal recording on two reception chains (allowing antenna 

diversity operations), synchronized of GPS time and providing a reference position has been 
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developed. Multiple test field campaigns were done in various environments and in two emitter's 

configurations (MFN and SFN). 

 

All the recorded signals were post-processed using a developed C++ program implementing the 

conceived ranging method, with different processing parameters, in order to give a final tracking 

performance and conclude on the feasibility of a positioning solution using SoO based on the ODFM 

modulation. 

 

The thesis contributions have been published in three communications in international conferences 

[24ς26] and in a technical article of Inside GNSS magazine [27]. In addition, this PhD has contributed 

to one publication in an international journal [28], to three communications in international 

conferences [29ς31] and to one technical article of Inside GNSS magazine [32]. 

1.4 Thesis Outline  

Chapter 2 describes the OFDM modulation, the mathematical model of an OFDM-based signal and 

the impact of transmission and receiver impairments in the OFDM demodulation. It also presents the 

DVB-T standard, including signal parameters and pilot structure, and describes the algorithms of a 

classical DVB-T receiver that have studied and implemented for this thesis. 

 

Chapter 3 introduces the background of the ranging method using DVB-T signal. This includes a 

presentation of specificities of terrestrial propagation channels and the description of the acquisition 

and tracking algorithms. It also presents the theoretical analysis of the performance of acquisition 

and tracking. 

 

Chapter 4 describes the designed test bench including the hardware part and the software part. It 

also presents its validation.  

 

Chapter 1 deals with the results of tests on real signal using a DVB-T emitter synchronized on GPS 

time, in urban and indoor environment. For the urban test two reception antennas are used and the 

tracking error is analyzed for several tracking configuration. Two novel methods to improve tracking 

performance are proposed, from the observation of the test on real signals. 

 

Chapter 6 presents the results of tests on real signal using two DVB-T emitters in single-frequency 

network in suburban and urban areas. The TDOA error is presented in both cases. 

 



20 

Chapter 1 proposes a conclusion and some possible continuations of this work. 
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2 The Orthogonal Frequency Division Multipl exing 

(OFDM) Modulation and the ETSI DVB-T Standard  

This chapter describes the OFDM modulation, the DVB-T standard and algorithms of a classical DVB-T 

receiver. 

2.1 Orthogonal Frequency Division Multiplexing  

2.1.1 OFDM Principle  

The concept of OFDM [33] consists in transmitting in parallel ὔ complex data symbols over ὔ 

orthogonal narrowband subcarriers (1 subcarrier carries 1 symbol). The width of these subcarriers is 

chosen narrow enough so that the channel frequency response can be considered as flat over the 

subcarrier bandwidth. The consequence is that channel equalization becomes very simple even in 

case of dense multipath environment. Thanks to the orthogonality of the subcarriers, their spectra 

can overlap without interfering with each other, allowing an excellent spectral efficiency and no 

Inter-Carrier Interference (ICI) when the receiver is synchronized.  

An OFDM symbol is obtained by passing the ὔ complex data symbols through an inverse-Fast Fourier 

Transform (iFFT) operator, as depicted in Eq. (2.1). The useful part of the OFDM symbol is thus 

composed of ὔ samples. To take advantage of the FFT algorithm ὔ is generally chosen as a power of 

two. 

 ί ὭὊὊὝὨ ὲ
ρ

ὔ
ὨÅØÐὮς“

ὴὲ

ὔ
 ȟ ×ÉÔÈ π ὲ ὔ ρ (2.1) 

where: 

¶ ὲ is the sample time index, 

¶ ὴ is the subcarrier index, 

¶ Ὧ is the OFDM symbol number, 

¶ Ὠ  is the complex data symbol carried by the p-th subcarrier and 

¶ ί is the n-th sample of the k-th OFDM symbol. 

 

Conversely, the demodulation of an OFDM symbol is performed by a direct FFT. In absence of 

impairments due to transmission and supposing a perfect synchronization of the receiver, this 

demodulation operation permits to directly recover the transmitted symbols as shown in Eq. (2.2). 
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(2.2) 

 

Additionally, a guard interval of ὔ  samples is inserted before the useful part of the OFDM symbol 

in order to avoid Inter-Symbol Interference (ISI). Most of the time, this guard interval is a replica of 

the last ὔ  samples of the OFDM symbol and is then referred to as Cyclic Prefix (CP). By doing so, 

any demodulation of the OFDM symbol that is done with an ὔ-sample FFT starting in the CP will only 

result in a phase rotation of each subcarrier proportional to its frequency, thus easily equalized. Thus, 

a complete OFDM symbol is composed of ὔ ὔ  samples. The expression of the transmitted signal 

ί on Eq. (2.1) can be extended to include the definition of the CP: 

 ί
ρ

ὔ
ὨÅØÐὮς“

ὴὲ

ὔ
 ȟ ×ÉÔÈὔ ὲ ὔ ρ (2.3) 

As it can be seen on Eq. (2.3), the samples belonging to the cyclic Prefix are represented by negative 

indexes and: 

 ί ί  ÉÆ ὲɴ ὔ ȟȣȟρ (2.4) 

 

To illustrate the OFDM principle, Figure 2.1 shows an OFDM transmission block diagram. 
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The demodulation operation described in Eq. (2.2) supposes that the received signal is equal to the 

transmitted signal. Unfortunately, in real world, the transmitted signal is affected by the propagation 

channel and by the receiver imperfections. The impact of these impairments is presented in the next 

section. 

2.1.2 Impact of the transmission chain on the received OFDM signal 

The received signal is affected by multiple impairments due to channel propagation (frequency 

ǎŜƭŜŎǘƛǾƛǘȅΣ ǘƛƳŜ ŘƛǎǇŜǊǎƛǾƛǘȅΣ ǇǊƻǇŀƎŀǘƛƻƴ ŘŜƭŀȅΣ 5ƻǇǇƭŜǊ ŜŦŦŜŎǘΧύ ŀƴŘ ǊŜŎŜƛǾŜǊ ƛƳǇŜǊŦŜŎǘƛƻƴǎ 

(mismatch between emitter and receiver local osŎƛƭƭŀǘƻǊǎ ŀƴŘ ǎŀƳǇƭƛƴƎ ŎƭƻŎƪǎΣ ǘƘŜǊƳŀƭ ƴƻƛǎŜΧύΦ ¢ƻ 

understand the OFDM principle and the related receiver algorithms it is important to analysis the 

impact of each one of these impairments on the demodulation performance. Thus, in the following 

subsections, the impact of each source of errors on the demodulated symbols is analyzed, supposing 

that the other sources are null.  

2.1.2.1 Impact of timing offset  

To recover properly the transmitted symbol Ὠ , the FFT windows has to start just after the CP, on the 

first useful sample of the OFDM symbol. Let † be the timing offset of the position of the FFT windows 

compared to its ideal position, that is to say the first sample after the CP (see illustration of the 

timing offset on Figure 2.2). The value of the timing offset † is dimensionless, normalized by the 

sampling period. The timing offset † is defined positive when the FFT windows is in the cyclic prefix, 

in order to have a correspondence in the variation of the timing offset and the propagation delay (i.e. 

when the propagation delay augments, the timing offset augments). 
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Figure 2.1: OFDM transmission block diagram 
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To analyze the impact of the timing offset †, two cases have to be considered, as illustrated on Figure 

2.3: 

¶ ǘƘŜ CC¢ ǿƛƴŘƻǿǎ ǎǘŀǊǘǎ ƛƴ ǘƘŜ άǎŀŦŜ ȊƻƴŜέ 

¶ ǘƘŜ CC¢ ǿƛƴŘƻǿǎ ǎǘŀǊǘǎ ƛƴ ǘƘŜ άL{L ȊƻƴŜέ 

 

 

CC¢ ǎǘŀǊǘǎ ƛƴ ǘƘŜ άǎŀŦŜ ȊƻƴŜέΥ 

Lƴ ǘƘŜ άǎŀŦŜ ȊƻƴŜέ ǘƘŜ ōŜƎƛƴƴƛƴƎ ƻŦ ǘƘŜ CC¢ ǿƛƴŘƻǿǎ ƛǎ ƛƴǎƛŘŜ ǘƘŜ ŎȅŎƭƛŎ ǇǊŜŦƛȄΦ ¢ƘǳǎΣ ǿƘŜƴ ǘƘŜ C¢¢ 

ǿƛƴŘƻǿǎ ǎǘŀǊǘ ƛƴ ǘƘŜ άǎŀŦŜ ȊƻƴŜέ ǘƘŜ C¢¢ ƻǇŜǊŀǘŜǎ ƻƴƭȅ ƻƴ ǎŀƳǇƭŜǎ ŦǊƻƳ ƻƴŜ hC5a ǎȅƳōƻƭǎΦ ¢ƘŜ 

ƳŀǘƘŜƳŀǘƛŎŀƭ ŜȄǇǊŜǎǎƛƻƴ ƻŦ ǘƘŜ άǎŀŦŜ ȊƻƴŜέ ƛǎ ǇǊŜǎŜƴǘŜŘ ƻƴ Eq. (2.5). 

 † ɴ πȟὔ  (2.5) 

 

¢ƘŜ ŜȄǇǊŜǎǎƛƻƴ ƻŦ ǘƘŜ ŘŜƳƻŘǳƭŀǘŜŘ ǎȅƳōƻƭǎ ǿƘŜƴ ǘƘŜ ǘƛƳƛƴƎ ƻŦŦǎŜǘ ƛǎ ǘƘŜ άǎŀŦŜ ȊƻƴŜέ ƛǎ ǎƘƻǿƴ ƻƴ 

Eq. (2.6) [34].  

 Ὠ ὨÅØÐὮς“
†ὴ

ὔ
 (2.6) 

 

Thus, according to Eq. (2.6)Σ ǿƘŜƴ ǘƘŜ ǘƛƳƛƴƎ ƻŦŦǎŜǘ ƛǎ ǎǳŎƘ ǘƘŀǘ ǘƘŜ CC¢ ǿƛƴŘƻǿǎ ǎǘŀǊǘǎ ƛƴ ǘƘŜ άǎŀŦŜ 

ȊƻƴŜέΣ ǘƘŜ Ǉ-th demodulated subcarrier is rotated by a phase depending on the timing offset and the 

subcarrier number. However, we will see later that this phase could be corrected by channel 

equalization. 

 

CC¢ ǎǘŀǊǘǎ ƛƴ ǘƘŜ άL{L ȊƻƴŜέΥ 

Lƴ ǘƘŜ άL{L ȊƻƴŜέ ǘƘŜ CC¢ ǿƛƴŘƻǿ Ŏƻƴǘŀƛƴǎ Ŏƻntribution of two consecutive OFDM symbols. The 

ƳŀǘƘŜƳŀǘƛŎŀƭ ŜȄǇǊŜǎǎƛƻƴ ƻŦ ǘƘŜ άL{L ȊƻƴŜέ ƛǎ ǇǊŜǎŜƴǘŜŘ ƻƴ 9ǉΦ (2.7). 

 † ɵ πȟὔ  (2.7) 

²ƘŜƴ ǘƘŜ ǘƛƳƛƴƎ ƻŦŦǎŜǘ ƛǎ ƛƴ ǘƘŜ άL{L ȊƻƴŜέΣ ŀ ŘŜƳƻŘǳƭŀǘŜŘ symbol is affected by 3 different effects 

that induce a SNR degradation at the FFT output: 

Figure 2.2: Timing offset illustration 

Figure 2.3Υ ά{ŀŦŜ ȊƻƴŜέ ŀƴŘ άL{L ȊƻƴŜέ ƛƭƭǳǎǘǊŀǘƛƻƴ 
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¶ an attenuation of the magnitude of the demodulated symbol, since in the FFT window some 

samples do not belong to the desired OFDM symbol and so do not represent useful power,  

¶ an apparition of ISI, due to the presence in the FFT windows of samples coming from the 

previous or the next OFDM symbol and, 

¶ an apparition of ICI, resulting from a loss of orthogonality due to an FFT not made on the 

whole OFDM symbol. 

According to [35], if the timing offset † is small compared to the FFT size ὔ, the attenuation of the 

expected demodulated symbol is negligible and the power of the ICI and ISI, for an unitary power of 

the useful signal (ὖ π Ὠὄ), is: 

 ὖ  
ςὔ

ὔ

ὔ

ὔ
  (2.8) 

where  

¶ ὔ  
ỗ†Ộȟ ÉÆ † π
ỗ† ὔ Ộȟ ÉÆ † ὔ

 represents the number of samples in the FFT windows that are 

belonging to the previous or the next OFDM symbol, and 

¶ ỗὼỘ is the largest previous integer of ὼ 

The power of the noise induced by a FTT window mispƭŀŎŜŘ ƛƴ ǘƘŜ άL{L ȊƻƴŜέΣ ŀǎ ŀ ŦǳƴŎǘƛƻƴ ƻŦ ǘƘŜ 

timing offset, is showed on Figure 2.4. The power of the useful signal is supposed unitary (ὖ

π Ὠὄ), ὔ τπωφ and the simulated results are obtained over 200 OFDM symbols. The results, 

ǎƘƻǿƴ ŦƻǊ ŀ ǇƻǎƛǘƛǾŜ ǘƛƳƛƴƎ ƻŦŦǎŜǘΣ ǿƻǳƭŘ ōŜ ǎƛƳƛƭŀǊ ŦƻǊ ŀ ƴŜƎŀǘƛǾŜ ǘƛƳƛƴƎ ƻŦŦǎŜǘ ƛƴ ǘƘŜ άL{L ȊƻƴŜέΦ 

  

Such a noise power can be very problematic. For example, in a DTV system using the DVB-T standard, 

for which the required SNR for receive TV is around 15 dB, an additional noise of -15 dBW on a useful 

ǎƛƎƴŀƭ ǿƛǘƘ ŀ л Ř.² ǇƻǿŜǊΣ ŘǳŜ ǘƻ ŀ ǘƛƳƛƴƎ ƻŦŦǎŜǘ ƛƴ άL{L zoƴŜέ ƻŦ сл ǎŀƳǇƭŜǎΣ ƭŜŀŘǎ ǘƻ ŀ {bw 
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¢ƘǳǎΣ ŀ ǘƛƳƛƴƎ ǎȅƴŎƘǊƻƴƛȊŀǘƛƻƴ ǘƘŀǘ Ǉƻǎƛǘƛƻƴǎ ǘƘŜ CC¢ ǿƛƴŘƻǿ ƛƴ ǘƘŜ άǎŀŦŜ ȊƻƴŜέ is essential to ensure 

ŀ ƎƻƻŘ ŘŜƳƻŘǳƭŀǘƛƻƴΦ Lǘ ƛǎ ŀƭǎƻ ƛƳǇƻǊǘŀƴǘ ǘƻ ƴƻǘŜ ǘƘŀǘ ƛƴ ƳǳƭǘƛǇŀǘƘ ŎƘŀƴƴŜƭ ǘƘŜ άǎŀŦŜ ȊƻƴŜέ ƛƴ 

reduced because of the spreading of the previous symbol in the CP. This case will be studied more in 

detail in the subsection 2.1.2.4. 

2.1.2.2 Impact of carrier frequency offset (CFO)  

Due to Doppler effect and the difference between the local oscillator frequencies of transmitter and 

receiver, the baseband received signal is modulated by a residual frequency offset Ὢ. Then the 

complex envelop of the received baseband signal is: 

 ὶὸ ίὸÅØÐὮς“Ὢὸ (2.9) 

 

The CFO, denoted ɝȟ is defined as the residual frequency offset Ὢ normalized by the subcarrier 

spacing as expressed on Eq.(2.10). 

 ɝ ὪὝ  ὪὝ ὔ (2.10) 

where: 

¶ Ὕ is the duration of the useful part of an OFDM symbol (i.e. CP excluded) 

¶ Ὕ  is the sampling period  

To study its impact on the demodulation, the CFO ɝ can be decomposed in a fractional component 

 .and an integer component ὴ, as defined in Eq. (2.11) ‏

 ɝ ‏ ὴȟ ×ÉÔÈ ‏ᶰ πȢυȟπȢυ ÁÎÄ ὴᶰᴓ (2.11) 

 

Impact of integer CFO 

In this case ‏ is supposed null. After performing standard manipulation, it can be shown [36] that 

the presence of integer CFO results in a shift of the index of the modulated symbol by ὴ and in a 

phase rotation of the modulated symbol depending on the OFDM symbol index: 

 Ὠ Ὠ ÅØÐὮς“Ὧὴ
 
   (2.12) 

where: 

¶ ὴ ὴ ὴ ὴ  άέὨ ὔ 

¶ ὔ ὔ ὔ  the number of samples in the whole OFDM yylbol (including CP) 

Thus, in order to recover the transmitted symbol Ὠ , the integer CFO has to be estimated and its 

impact has to be corrected, but since its does not induce additional noise on the demodulated 

symbol, this estimation and correction can be done after the FFT demodulation block. 

Impact of fractional CFO 
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In this case ὴ is supposed null. After performing standard manipulation, it can be shown [36] that 

the presence of fractional CFO results in a attenuation and phase rotation of the modulated symbol 

depending on the OFDM symbol index and in an additional noise referred to as ICI : 

 Ὠ Ὠ
ÓÉÎ“‏

ὔÓÉÎ“
‏
ὔ

ÅØÐὮ“‏
ὔ ρ 

ὔ
 ÅØÐὮς“Ὧ‏

ὔ 

ὔ
  ὍὅὍ‏  (2.13) 

 

[36] gives an expression of the power the ICI term for small value of the fractional CFO: 

 ὖ
‏“

σ
 (2.14) 

 

The Figure 2.5 represents the ICI power in presence of small fractional CFO. The power of the useful 

signal is supposed unitary (ὖ π Ὠὄ), ὔ τπωφ and the simulated results are obtained over 200 

OFDM symbols. 

   

As it can be seen on the previous plot that fractional CFO can bring an important noise on the 

demodulated symbols. Consequently, the estimation and correction of the fractional CFO has to be 

done before demodulation (i.e. before the FFT operation), that is to say on the raw signal just after 

the ADC. 

 

To sum up, the presence of Carrier Frequency Offset on the received signal results in two principal 

impairments: 

¶ Integer CFO: shift of the modulated symbol index. No additional noise on the demodulated 

symbol. Estimation and correction after demodulation are possible. 
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Figure 2.5: Noise power due to fractional CFO (ὖ π Ὠὄὡ, ὔ τπωφ) 
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¶ Fractional CFO: Additional noise on the demodulated symbol. Estimation and correction 

before demodulation are necessary. 

2.1.2.3 Impact of sampling clock offset (SCO) 

The sampling clock offset (SCO), denoted ‏ , is due to Doppler effect and mismatch between 

emitter and receiver sampling clock frequencies. It is often expressed in part per million (ppm) such 

as 1 ppm corresponds to a drift of 1 µs/s between the ideal and the receiver sampling clocks. Its 

mathematical expression is: 

‏ 
Ὕ Ὕ ȟ

Ὕ
  (2.15) 

where: 

¶ Ὕ  is the ideal sampling period to correctly demodulate the received signal and 

¶ Ὕ ȟ is the real sampling period of the receiver 

The effect of SCO is quite similar to fractional CFO with the difference that the impairment depends 

on the subcarrier index ὴ [34]: 

 Ὠ Ὠ
ÓÉÎ“‏ ὴ

ὔÓÉÎ“
‏
ὔ ὴ

ÅØÐὮ“‏  

ὔ ρ 

ὔ
ὴ ÅØÐὮς“Ὧ‏

ὔ 

ὔ
ὴ  ὍὅὍ‏ ȟὴ (2.16) 

Again similarly to the fractional CFO case the expression on the ICI power induced by SCO is [34]: 

 ὖ
‏“ ὴ

σ
 (2.17) 

What is important in Eq. (2.13) is that the ICI power is proportional to the square of the subcarrier 

index ὴ. Consequently, systems with a large number of subcarrier will be more vulnerable to SCO. 

However, the value of the SCO is often small enough to limit the ICI power. As an illustration Figure 

2.6 shows the ICI power as a function of the subcarrier index for SCO of 10 ppm and 50 ppm (classical 

values for quartz oscillators) for 100 independent realizations. In this example ὔ τπωφ. 
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The power of additional noise on demodulated symbols due to SCO is limited and as a consequence 

its estimation can be done after the demodulation block. 

2.1.2.4 Impact of multipath channel  

The impulse response Ὤὸ of a multipath channel can be modeled as: 

 Ὤὸ ὸ‏‌  †Ὕ  (2.18) 

where: 

¶ ὒ is the number of multipath, 

¶ ‌ is the complex attenuation of the l-th multipath and 

¶ † is the delay, relative to the sample period, of the l-th multipath. 

Thus the received signal is: 

 ὶὸ ίὸ Ὤzὸ (2.19) 

 

The introduction of the multipath channel results in two distinct phenomena, time dispersivity and 

frequency selectivity, which have each different impact on demodulation.  

Time dispersivity 

The time dispersiǾƛǘȅ ƛƳǇƭƛŜǎ ǘƘŀǘ ŀƴ hC5a ǎȅƳōƻƭ άƻǾŜǊŦƭƻǿǎέ ƻƴ ǘƘŜ ŦƻƭƭƻǿƛƴƎ hC5a ǎȅƳōƻƭΦ 

/ƻƴǎŜǉǳŜƴǘƭȅ ǘƘŜ άǎŀŦŜ ȊƻƴŜέ ƻŦ ǘƘŜ ǘƛƳƛƴƎ ƻŦŦǎŜǘ ƛǎ ǊŜŘǳŎŜŘΣ ŀǎ ǎƘƻǿƴ ƻƴ Figure 2.7. This diagram 

illustrates also the necessity to have a size of the CP longer than the maximum delay of the multipath 

channel, in order to have a safe zone sufficiently big compared to the precision of the timing 

synchronization algorithm. As long as the timing offset is kept in the safe zone, no noise is added on 

the demodulated symbols. 
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Frequency selectivity 

Let ὌὪ be the frequency response of the multipath channel. It is the Fourier transform of the 

channel impulse response Ὤὸ and consequently its expression is: 

 ὌὪ ‌ÅØÐὮς“Ὢ†  (2.20) 

where: 

¶ Ὢ is normalized by the sample frequency (Ὢ Ὢ Ὕ ) 

With basic manipulation [34], it can be shown that the expression of demodulated symbol in 

presence of multipath channel is: 

 Ὠ ὌὨ  (2.21) 

where: 

¶ Ὄ  channel frequency response over the p-th subcarrier of the k-th OFDM symbol 

According to Eq. (2.21), in presence of multipath channel, the demodulated symbols is equal to the 

transmitted one multiplied by a complex factor which is the frequency response of the channel over 

the subcarrier carrying this symbols. Thus, to recover the transmitted symbol this complex factor has 

to be estimated. As explained in section 2.3.5, it is very easy to do using pilot symbols which value is 

known by the receiver.  

2.2 Digital Video Broadcasting ɀ Terrestrial (DVB -T) 

2.2.1 Presentation of DVB -T 

The DVB-T [37] is a European standard for digital TV broadcasting to fixed receivers in the VHF and 

UHF bands and is based on OFDM modulation. DVB-H (Handheld) and DVB-SH (Satellite-to-Handheld) 

standards, both based on DVB-T, target mobile TV receivers and other potential frequency bands. 

These standards define several modes which depend on three parameters: the FFT size (ὔ), the ratio 

between the Cyclic Prefix length and the useful OFDM symbol length (ὅὖ  ὔ Ⱦὔ) and the 

sampling period (Ὕ ). Table 2.1 shows different possible values defined in the DVB-T/H/SH 

standards for each parameter. 

Table 2.1: DVB-X mode parameters 

Figure 2.7: Illustration of time dispersivity due to multipath channel 

CP Next OFDM symbol ODFM symbol k Previous OFDM symbol 

άǎŀŦŜ ȊƻƴŜέ άISI ȊƻƴŜέ άISI ȊƻƴŜέ 

t t 



31 

Parameters 
Possible values 

DVB-T DVB-H DVB-SH 

╝  2048 and 8192 2048, 4096 and 8192 
1024, 2048, 4096 and 

8192 

╒╟  1/32, 1/16, 1/8, 1/4 1/32, 1/16, 1/8, 1/4 1/32, 1/16, 1/8, 1/4 

╣▼╪□▬ (µs) 
7/64, 1/8, 7/48 and 

7/40 
7/64, 1/8, 7/48 and 

7/40 
7/64, 1/8, 7/48, 7/40 

and 35/64 

 

Additional parameters can be derived from the FFT size ὔ and the sampling period Ὕ . There are 

the transmission mode equivalent to the FFT size and the approximate bandwidth equivalent to the 

sampling period. Their values are given in Table 2.2. 

FFT size Transmission mode  Sampling Period (µs) Approximate bandwidth 

1024 1K 7/64 8Mhz 

2048 2K 1/8 7MHz 

4096 4K 7/48 6MHz 

8192 8K 7/40 5Mhz 

 35/64 1.7Mhz 

 
 

2.2.2 DVB-T subcarrier types  

The ὔ subcarriers of an OFDM symbol have different natures. They are: 

 

Null subcarriers: 

Null subcarriers are situated on the edges of the signal spectrum and have a zero value. They serve as 

guard bands to avoid out-of-band emissions of the OFDM signal. The number of null subcarriers, 

noted ὔ , depends on the transmission mode. Null subcarriers are distributed in the lower band on 

the ὔȟÌÏ×ÅÒ first subcarriers and in the upper band on the ὔȟÕÐÐÅÒ last subcarriers, as detailed in 

Table 2.3. 

 

Transmission 
mode 

Number of null 
subcarriers ╝  

Number of null subcarriers 
in the lower band ╝ȟÌÏ×ÅÒ 

Number of null subcarriers 
in the upper band ╝ȟÕÐÐÅÒ  

1K 171 86 85 

2K 343 172 171 

4K 687 344 343 

8K 1375 688 687 

 

 

Table 2.2: Correspondence between FFT size and sampling period and their equivalents 

Table 2.3: Number of null subcarriers 
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Data subcarriers: 

Data subcarriers carry the useful information. In the case of DVB-T, the useful information is the TV 

broadcast (MPEG-2 multiplex) interleaved and coded to improve its robustness. The data bits are 

mapped on 7 possible constellations detailed on Table 2.4. The amplitude of the data subcarriers is 

normalized so their average power is unitary. The normalization factor, different for each type of 

constellation, is also given on Table 2.4. 

 

Constellation name Constellation points (◑ ▪ ▒Ȣ□) Normalization factor 

QPSK ὲȟάᶰ ρȟρ ρЍς ϳ  

16-QAM ὲȟάᶰ σȟρȟρȟσ ρЍρπ ϳ  

Non-uniform 16-QAM ὲȟάᶰ τȟςȟςȟτ ρЍςπ ϳ  

Non-uniform 16-QAM ὲȟάᶰ φȟτȟτȟφ ρЍυς ϳ  

64-QAM ὲȟάᶰ χȟυȟσȟρȟρȟσȟυȟχ ρЍτς ϳ  

Non-uniform 64-QAM ὲȟάᶰ ψȟφȟτȟςȟςȟτȟφȟψ ρЍφπ ϳ  

Non-uniform 64-QAM ὲȟάᶰ ρπȟψȟφȟτȟτȟφȟψȟρπ ρЍρπψϳ  
 

Transmission Parameter Signaling (TPS) subcarriers: 

TPS subcarriers carry information about the transmission such as data constellation map, code rates, 

ǘǊŀƴǎƳƛǎǎƛƻƴ ƳƻŘŜΣ /t ƭŜƴƎǘƘΧ ! ŎƻƳǇƭŜǘŜ ¢t{ ƳŜǎǎŀƎŜ ƛǎ ŎƻƴǎǘƛǘǳǘŜŘ ōȅ су ōƛǘǎ ǿƘƛŎƘ ŀǊŜ 

transmitted over 68 consecutive OFDM symbols, one TPS bit by OFDM symbol, using a differential 

BPSK modulation. Each TPS bit, is transmitted redundantly over ὔ  subcarriers of the OFDM 

symbol, such as every TPS subcarrier transmits the same differentially encoded TPS bit. The 

differential BPSK modulation is initialized according the value of a PRBS sequence (see Eq. (2.22)) at 

each beginning of a TPS message. The value of ὔ  depends on the transmission mode, as detailed 

on Table 2.5. 

Transmission mode Number of TPS subcarriers (╝╣╟╢) 

1K 7 

2K 17 

4K 34 

8K 68 

 

Pilot subcarriers: 

Pilot subcarriers have values known by the receiver and are useful for several synchronization 

processes necessary to demodulate correctly an OFDM symbol. The pilot subcarriers are BPSK-

Table 2.4: Possible mapping constellations and their normalization factor 

Table 2.5: Number of TPS subcarrier for each transmission mode 
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modulated and are transmitted with a boosted amplitude by a 4/3 factor. In an OFDM symbol several 

subcarriers are carrying a pilot symbol and their value are derived from a Pseudo-Random Binary 

Sequence (PRBS) ύ  defined in the DVB-T standard, as shown on Eq. (2.22).  

 Ὠ
τ

σ
ρ ςύ

ȟÌÏ×ÅÒ
ȟὴɴ ע  (2.22) 

where: 

ע ¶  is the set of index of pilot subcarriers in the k-th OFDM symbol 

¶  ύ ᶰπȟρ is th p-th element of the PRBS. The polynomial generator of this PRBS is : 

ὢ ὢ ρ 

¶ ὔȟÌÏ×ÅÒ is the number of null subcarriers in the lower band 

The pilot index set ע  is decomposed in 2 subsets: 

¶ Scattered pilot set, ע , in which pilots are regularly spaced but whose positions differs from 

an OFDM symbol to another according to the Eq. (2.23). This configuration leads to 4 

different patterns of scattered pilot indexes which are repeated every 4 OFDM symbols (i.e. 

the OFDM symbol Ὧ and the OFDM symbol Ὧ τ have the same pattern of scattered pilots 

indexes). 

ע  ὴɴ ὔȟÌÏ×ÅÒ ὔ ὔȟÕÐÐÅÒ ȿ ὴ σ Ὧ ρÍÏÄ τ ρ ὔȟÌÏ×ÅÒρςή ȟήɴ ᴓ  (2.23) 

¶ Continuous pilot set, ע , in which pilots are not regularly space, but at a fix position from an 

OFDM symbol to another. The positions of continuous pilot subcarriers are defined in the 

standard. 

Figure 2.8 shows an illustration of scattered and continuous pilots and Table 2.6 gives for each 

transmission mode the number of continuous and scattered pilot subcarriers per OFDM symbol. 

 

 

 
 

 

 

 

Figure 2.8: Pilot organization 
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Transmission mode 
Number of scattered 

pilot subcarriers 
Number of continuous 

pilot subcarriers 

1K 71 25 

2K 142 45 

4K 284 89 

8K 568 177 

 

Figure 2.9 shows the four type of subcarrier in the complex plan. 

 

2.2.3 DVB-T in France 

In France where the real signal tests were done, the DVB-T is the standard chosen by the authorities 

for the national terrestrial digital television. The deployment began in 2005 and is today fully 

operational in almost all the country. The parameters retained for the French DVB-T are presented in 

Table 2.7. 

 

Mode ς FFT size 8K - 8192 

Approximate bandwidth 
ς Sampling period 

8Mhz ς 7/64 µs 

CP ratio 1/8 

Data symbols 
constellation 

64-QAM 

Possible central 
frequencies in UHF band 

τχτaƘȊ  Ὧ ςρȢψaƘȊὪƻũǎŜǘ 

where: 

¶ Ὧᶰςρȟȣȟφω is the channel number 

¶ ὪƻũǎŜǘρφφȢφφχ ƪIȊ a spectrum protection offset 
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Table 2.6: Number of scattered and continuous pilot subcarriers   

Figure 2.9: Different natures of subcarriers [30] 

Table 2.7: DVB-T parameters in France  
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In addition the two possible types of network, Multi-Frequency Network and Single Frequency 

Network, are available. For the SFN, the configuration is often a main regional emitter with multiple 

local emitters for fill hole in the coverage of the principal emitter, even if some small SFNs with 

emitters having similar emitting powers also exist. 

2.3 Algorithms of a DVB -T receiver  

As explained on section 2.1.2, several impairments introduced by the transmission chain 

(propagation channel and receiver imperfections) have to be estimated and corrected by the receiver 

in order to properly demodulate the received signal. Depending on the nature of the received signal, 

a large number of estimation and correction algorithms are available and even for a same type of 

signal, several algorithms are possible. Instead of giving an exhaustive list of all existing algorithms 

used in an OFDM receiver, this section intends to describe only the algorithms chosen for the 

developed DVB-T software receiver and even if some of these algorithms can be used for other 

OFDM signal they mainly concern DVB-T. 

The estimation performance of each algorithm using a simulated DVB-T signal are provided here with 

the following parameters: 

FFT size -Transmission mode 4096 - 4K 

Sampling Period - 
Approximate Bandwidth 

7/64 µs - 8 MHz 

Cyclic Prefix ratio 1/8 

Constellation 16-QAM 

 

2.3.1 Timing offset and fractional CFO estimation  

Estimation 

As explained in section 2.1.2.1, the estimation of the timing offset and of the fractional CFO has to be 

done before the demodulation FFT, on the received samples. The chosen algorithm, is based on the 

Van de Beek algorithm [38] which takes advantage of the redundancy between the CP and the end of 

the OFDM symbols to determine the timing offset and the fractional CFO. The metric used to 

estimate those 2 parameters is: 

 ɤά
ρ

ὔ
ὶὶᶻ  ȟάᶰπȟὔ ρ (2.24) 

with: 

¶ ὶ the n-th the received sample 

Table 2.8: DVB-T parameters used for the performance study  
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According to [38], the estimate of the timing offset †Ƕ and the estimate of the fractional CFO ‏ are 

presented on Eq. (2.25) and Eq. (2.26). 

 †Ƕ ÁÒÇÍÁØȿɤάȿ (2.25) 

‏ 
ρ

ς“
ŀƴƎƭŜɤ†Ƕ (2.26) 

 

Furthermore, in order to improve the estimation performance, an averaged metric, described on Eq. 

(2.27), can be used instead of the metric of Eq. (2.24) by averaging it over consecutive OFDM 

symbols. 

 ɤ ά
ρ

ὔ
ɤ ά  (2.27) 

where ȡ 

¶ ɤ ά ɤά Ὧὔ  

¶ ὔ  is the number of averaged metric 

Figure 2.10 and Figure 2.11 show the standard deviation of the estimated timing offset and fractional 

CFO as a function of SNR for 2 averaging summation number values (1 and 10). The DVB-T 

parameters of Table 2.8 are used. The timing offset estimation is valid for SNR above -6 dB for 1 

summation and -10 dB for 10 summations. For these SNR the standard deviation of the timing offset 

estimation error is about 30 samples. In this zone where the timing offset estimation is valid, the 

standard deviation of the estimated fractional CFO is about 0.01, which corresponds, according the 

signal parameters, to a value of 22 Hz. 

 

 

Figure 2.10: Standard deviation of the timing 
offset estimation as a function of SNR for 2 

summation numbers 

 

Figure 2.11: Standard deviation of the fractional 
CFO estimation as a function of SNR for 2 

summation numbers 
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Correction 

Thanks to the value of the estimated timing offset †Ƕ, the FFT can be computed on samples belonging 

to a same OFDM symbol. In addition, the estimated timing offset is shifted by a margin †  to 

position the start of the FFT window inside the cyclic prefix and thus avoid ISI. Thus timing offset 

estimator becomes:  

 †Ƕ ÁÒÇÍÁØȿɤάȿ †  (2.28) 

The phase rotation induced on the demodulated symbol by this shift of the FFT windows of †  

samples, is compensated in frequency domain in the following way (see Eq. (2.6)): 

 Ὠ  ὊὊὝὶ ὴȢÅØÐὮς“
† ὴ

ὔ
 (2.29) 

where: 

¶ ὶ  is the N-sized vector of received samples on which is applied the FFT, 

¶ Ὠ  is the p-th demodulated symbol of the k-th OFDM symbol and 

¶ †  is the FFT window margin. Its value is arbitrary and set to . 

Then, thanks to the value of the estimated CFO, the frequency offset is directly corrected by 

multiplying the received samples by the appropriate complex exponential. 

 

2.3.2 Integer CFO estimation  

Estimation 

As explained in the section 2.1.2.2, the effect of an integer CFO is a circular permutation of indexes of 

demodulated symbols. The algorithm used in the DVB-T software receiver to estimate the integer 

CFO, compares several permutations of continuous pilot subcarrier indexes and keeps the 

permutation that yields the maximum value of the metric of Eq. (2.30). 

 ὊὫ Ὠ Ὠ
ᶻ

ɴע

 (2.30) 

where  

¶ ὴ Ὣ denotes the value of ὴ Ὣ modulo ὔ  

 the continuous subcarrier index set ע ¶

 

The product of 2 consecutive OFDM symbols is used to mitigate the effect of the channel (which is 

considered as stable over 2 consecutive symbols) 

Thus the estimate of the integer part of the CFO is: 

 Ὣ ÁÒÇÍÁØȿὊὫȿ (2.31) 
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Here again the metric can be averaged over several consecutive symbols to improve estimation 

performance by reducing noise. 

 

Figure 2.12 shows the estimation error rate as a function of SNR for 2 averaging summation number 

values (1 and 10). The DVB-T parameters of Table 2.8 are used. For 1 summation and above a SNR of 

about -5 dB, the error rate is quasi null. For 10 summations the SNR threshold is about -10 dB. 

 

 

Correction 

The effect of integer CFO is corrected in the same way that in the fractional CFO case, by multiplying 

the received samples by a complex exponential at the appropriate frequency. 

2.3.3 Scattered sequence identification  

As explained in section 2.2.1, there are 4 possible patterns of scattered pilot indexes, repeating every 

4 OFDM symbols. Thus, to use the scattered pilots it is necessary to estimate which one of the 4 

possible patterns is used by the current OFDM symbol. The algorithm that estimates the scattered 

pilot pattern id. exploits this redundancy of the pattern, by looking for the similitude between 2 

OFDM symbols spaced by 4, over the subcarriers of the 4 possible scattered pilot patterns. 

Mathematically the metric used in this algorithm is: 

 Ὓά  Ὠ Ὠ
ᶻ

ɴע

ȟάᶰπȟρȟςȟσ (2.32) 

where: 

ע ¶  is the m-th scattered pilot pattern and 
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Figure 2.12: Error rate of the integer CFO estimation as a function of SNR for two summation number 
values 
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¶ άᶰπȟρȟςȟσ the 4 possible scattered pilot pattern numbers 

Thus, the estimate of the scattered pilot pattern number (between the 4 possible values) is: 

 ά ÁÒÇÍÁØȿὛάȿ (2.33) 

 

Here again, the metric can be averaged over several consecutive OFDM symbols to improve 

estimation performance by reducing noise. 

 

Figure 2.13 shows the estimation error rate as a function of SNR for 2 averaging summation number 

values (1 and 10). The DVB-T parameters of Table 2.8 are used. For 1 summation and above a SNR of 

about -7 dB, the error rate is quasi null. For 10 summations the SNR threshold is about -12 dB. 

 

2.3.4 Joint SCO and residual CFO estimation 

The residual CFO that remains after estimation and correction of fractional CFO thanks to Van de 

Beek algorithm (see section 2.3.1) and the SCO can be estimated in a joint algorithm. 

Estimation 

This algorithm, presented in [34], computes the phase difference between the demodulated symbols 

over the continuous pilot subcarriers of 2 consecutive OFDM symbols. This phase difference is: 

 — ŀƴƎƭŜὨ ȢὨ
ᶻ

 (2.34) 

where: 

¶ —  denotes the phase difference between the p-th subcarrier of the k-th OFDM symbol and 

the p-th subcarrier of the k+1-th OFDM symbol 
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Figure 2.13: Error rate of the scattered sequence number estimation as a function of SNR for two 
summation number values 
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If we suppose that the channel frequency response is stable over 2 consecutive OFDM symbols, the 

phase difference observed on the continuous pilot subcarrier (whose value is the same from an 

OFDM symbol to another) only depends on values of residual CFO and SCO. Thus according to the 

effect of the fractional CFO and SCO on demodulated subcarrier presented on sections 2.1.2.2 and 

2.1.2.3, the estimates of SCO and residual CFO can be obtained as: 

‏ 
ὔ

ς“ὔ ὔ

Ᵽ▬ ⱣȢ▬

▬ ▬
 (2.35) 

‏ 
ὔ

ς“ὔ ὔ
Ᵽ ‏ ▬ (2.36) 

where:  

¶ Ᵽ▬ В —Ȣὴɴע  

¶ Ᵽ В —ɴע  

¶ ▬ В ὴɴע   

¶ ▬ В ὴɴע  

 the continuous subcarrier index set ע ¶

Here again, the metric of Eq. (2.34) can be averaged over several consecutive OFDM symbols to 

improve estimation performance by reducing noise. 

 

Figure 2.14 and Figure 2.15 show the mean values of the estimates of SCO and fractional CFO as a 

function of SNR for 2 averaging summation number values (1 and 10). The DVB-T parameters of Table 

2.8 are used. In this example the CFO value is 0.01 and the SCO value is 10 ppm. From these figures it 

is clear that the joint estimation of CFO and SCO is only valid for SNR above about 0 dB whatever the 

number of summations. For lower SNR the metric of Eq. (2.34) is too noisy and do not permit a good 

estimation of CFO and SCO. 
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Figure 2.14:Mean value of CFO estimate as a 
function of SNR for 2 summation numbers  

 

Figure 2.15: Mean value of SCO estimate as a 
function of SNR for 2 summation numbers 

 

Figure 2.16 and Figure 2.17 show the standard deviation of the estimates of SCO and fractional CFO 

for SNR in the valid range (above 0 dB) and for 2 averaging summation number values (1 and 10). The 

estimation of the CFO is quite precise and better than the estimation made with the CP (see section 

2.3.1). The estimation of SCO is not as good at 0 dB (classical encountered SCO are around 10 ppm) 

but for higher SNR it is better. In both case, the use of summation improves significantly the 

parameters estimation. 

  

Figure 2.16:Standard deviation of CFO estimate as 
a function of SNR for 2 summation numbers  

 

Figure 2.17: Standard deviation of SCO estimate as 
a function of SNR for 2 summation numbers 

 

Correction 

The effect of residual CFO is corrected as the fractional CFO, by multiplication of the received 

samples by the appropriate complex exponential. 

The effect of SCO is corrected by interpolating the received sampled at the corrected sampling period 

in two steps: oversampling by zero-padded FFT and interpolation at the corrected time vector. 
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2.3.5 Channel frequency response estimat ion  

Estimation 

The channel estimation technique used in the software receiver is very basic, and is made in 2 steps: 

¶ estimation of the channel over pilot subcarriers 

¶ interpolation of this estimation over other subcarriers (linear, cubic or spline interpolation) 

Let Ὄ  be the estimate of the channel over the p-th subcarrier of the k-th OFDm symbol. Thus, the 

estimate of the channel over pilot subcarriers is: 

 Ὄ  
Ὠ

Ὠ
ȟὴ‭ע᷾ע  (2.37) 

where: 

 ,is the continuous subcarrier index set ע ¶

ע ¶  is the scattered subcarrier index set used in the k-th OFDM symbol, 

¶ Ὠ  is the symbol carried by the p-th demodulated subcarrier of the k-th OFDM symbol (at the 

FFT output) and 

¶ Ὠ  is the symbol transmitted on the p-th subcarrier of the k-th OFDM symbol. Its value is 

known in the case of a pilot subcarrier. 

Then the estimate of the channel over other subcarriers is: 

Ὄ ÉÎÔÅÒÐὌȟήȟήɵ  ע᷾ע

where: 

¶ interp is an interpolation function that can be linear, cubic or other. 

Figure 2.18 shows the root mean square error of channel estimation as a function of SNR for three 

interpolation functions (linear, cubic and spline). It can be seen that the three interpolation functions 

have similar performance below 30 dB SNR where cubic and spline interpolation become better. In 

all cases, to have a good estimation (RMSE> -5 dB) the SNR has to be above 10 dB. 
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Correction: 

To perform the channel equalization, the demodulated symbols are simply multiplied by the 

conjugate of the estimated channel as shown on Eq. (2.38). 

 Ὠ ὨȢὌ
ᶻ
ȟὴɵ  (2.38) ע᷾ע

where: 

¶ Ὠ  is the equalized symbol, 

¶ Ὠ  is the demodulated symbol (at the FFT output) and 

¶ Ὄ  is the estimated channel frequency response. 
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3 Proposed Pseudo-Range Estimation Method using 

DVB-T Signals 

This chapter concerns the proposed pseudo-range (PR) estimation method using DVB-T signals. The 

principle of the method is explained in the first section. A second part presents the results of a 

theoretical analysis of the behavior of the PR estimation method in an AWGN propagation channel, 

referred as ideal conditions.  

3.1 Background of the method  

This section presents the background of the PR estimation method introduced in [30]. First, it 

describes the urban propagation channel that affects DVB-T signal and presents its specificities in the 

context of the PR estimation method by timing measurement. Then, in the following parts, the PR 

estimation is presented, beginning by a description of the correlation function computation process 

and followed by a description of acquisition, tracking and exclusion algorithms. Finally, two 

techniques to improve correlation operation are presented. 

3.1.1 The Propagation Channel  

As explained in [23], the urban terrestrial propagation channel is very challenging for a time-based 

ranging application. Indeed, some particularities of urban propagation channel when terrestrial 

emitters are used such as strong signal attenuation or a presence of lot of signal replicas with 

intensive power variation are unusual in the traditional positioning application, GNSS. Indeed, even if 

urban GNSS navigation can experience difficult multipath conditions, this is nothing compared to the 

effect of a terrestrial propagation (excepted for low elevation satellite). As pointed out in [23], no 

model of an urban propagation channel, adapted to a time-based ranging application, was found in 

the literature. Indeed, since existing models targets telecommunication applications, they present a 

good modeling of the power variation but a modeling of the multipath delay distribution which is not 

appropriate for timing measurements.  

In [23], exploring the use of a DVB-SH signal-of-opportunity (DVB-SH is a standard based on the DVB-

T made for handheld devices, in the 2.2 GHz band and using one satellite and several terrestrial 

emitters in SFN), an urban propagation channel model, called TU-20 [39] and used for the UMTS 

mobile cellular technology, was studied, since UMTS works in the same frequency band than DVB-SH. 

In this model, the multipath delays are fixed whereas the multipath power is following a Rayleigh 

distribution and has a Jakes spectrum. Thus the expression of the channel model impulse response is: 
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 Ὤ † ‌Ȣ‏† †  (3.1) 

where: 

¶ Ὧ is the OFDM symbol index 

¶ Ὤ † is the channel model impulse response at the time of reception of the Ὧ-th OFDM 

symbol 

¶ L is the number of multipath in the model 

¶ ‌  is the amplitude of the ὰ-th multipath at the time of reception of the Ὧ-th OFDM 

symbol, generated according to the diagram of Figure 3.1 

¶ † is the delay of the ὰ-th multipath 

 

 

Unfortunately, the TU-20 model, as all the propagation channel models found on literature, is 

dedicated to telecommunication and broadcast applications, uses fix multipath delays, which is not a 

good characteristic for ranging based on timing measurement. 

To handle this lack of model, previous work [28] used the output of a measurement campaign 

realized by the French Space Agency (CNES) to characterize the urban channel for a DVB-SH 

transmission system. From these parameters, a multipath channel was generated according to the 

measured multipath delays and simulated multipath amplitudes following a Rayleigh distribution. 

This channel was applied to a simulated DVB-SH signal and the ranging estimation was done on this 

semi-simulated signal. This work showed very hopeful results with a ranging error standard deviation 

of a few tens of meters, and a 2-D positioning accuracy in the range of 30 to 50 meters (Standard 

deviation) in a middle-sized French city, based on 3 emitters (1 satellite + 2 terrestrial emitters). It 

appeared during these tests that a significant source of error was coming from the fact that the 

direct signal was blocked most of the time.  

However, even if the generated signals were based on a real measurement campaign, some 

uncertainties still remained on the employed multipath channel because of hardware constraints 

Figure 3.1: Multipath amplitude generation  
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during the measurement campaign (only six multipath delays estimated, limited sensitivity) and 

doubts on the representativeness of the chosen multipath amplitudes generation. 

Thus to confirm the good results obtained in this work, the choice was made to perform tests on real 

signals based on DVB-T. 

 

3.1.2 Mathematical expressi on of the correlation function  

The pseudo-range estimation method is based on the computation of a correlation between the 

received signal and a local replica, followed by an acquisition and tracking of the peaks of this 

correlation function. By doing so it is possible to compute a PR measurement mainly composed of 

the true distance between emitter and receiver, the emitter and receiver clock difference and 

multipathes error. 

The local replica used to compute the correlation function is only composed of the scattered pilot 

subcarriers (the other subcarriers are set to zero). Since the pilot values are defined in the frequency 

domain, the correlation is computed by making the inverse Fourier transform of the product in 

frequency domain between the demodulated OFDM symbol and a pilot OFDM symbol (the local 

replica) as illustrated on the diagram of Figure 3.2. 

As explained in section 2.2.2, the scattered pilot are present every twelve subcarriers and the index 

of the first scattered pilot depends on the OFMD symbol number, with a periodicity of 4 OFDM 

symbols (OFDM symbols Ὧ and Ὧ τ have the same scattered pilot distribution). 

 

According to the diagram of Figure 3.2, the expression of the correlation function of the k-th OFDM 

symbol is: 

 Ὑ †Ƕ  ὭὈὊὝὨὖ
ᶰ

†Ƕ  
ρ

ὔ
ὨὖÅØÐὮς“

†Ƕὴ

ὔ
 

ᶰ

 (3.2) 

where: 

Figure 3.2: Principle of the correlation function computation 
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¶ †Ƕ is the delay, normalized by the sampling period, where the correlation is computed 

¶ Ὠ  is the demodulated symbol over the p-th subcarrier of the k-th OFDM symbol 

¶ ὖ  is the value (-1 or +1) of the pilot over the p-th subcarrier of the k-th OFDM symbol  

ע ¶  is the set of scattered pilot indexes for the k-th OFDM symbol 

¶ ὔ ÃÁÒÄע  is the number of scattered pilot 

The correlation function expression is derived supposing that there is no impairment in the 

transmission, only a timing offset † in the safe zone (see section 2.1.2.1). Thus, 

Ὠ ὨÅØÐὮς“  and after some manipulations on Eq. (3.2), it is possible to derive the 

expression of the correlation function of the k-th OFDM symbol as (see Annex A): 

 Ὑ †Ƕ
ρ

ὔ

τ

σ
ÅØÐὮς“

ὖ

ὔ
 ‐ ÅØÐὮ“

ὔ ρς

ὔ
‐   
ÓÉÎ“

ρςὔ
ὔ
‐

ÓÉÎ“
ρς
ὔ
‐

 (3.3) 

with: 

¶ ὖ σ Ὧ ρƳƻŘ τ ρᶰρςȟσȟφȟω the index of the first scattered pilot in the k-th 

OFDM symbol and 

¶ ‐ †Ƕ† the difference between the point where the correlation is computed and the 

timing offset, also known as the tracking error 

It can be seen on Eq. (3.3) that the absolute value of the correlation function is periodic with a period 

of . Indeed: 

 Ὑ †Ƕ
ὔ

ρς

ρ

ὔ

τ

σ

ÓÉÎ“
ρςὔ
ὔ ‐ ρς“

ÓÉÎ“
ρς
ὔ‐ “

ρ

ὔ

τ

σ

ÓÉÎ“
ρςὔ
ὔ ‐

ÓÉÎ“
ρς
ὔ‐

Ὑ †Ƕ (3.4) 

This  periodicity is a direct consequence of the 12 subcarriers spacing between two successive 

scattered pilots. 

 

Furthermore, since ὔḻρ in the case of DVB-T and for small values of ‐, the expression of the 

correlation function can be simplified and does not depend anymore on the OFDM symbol index Ὧ. 

This simplified expression, denoted Ὑ †Ƕ and shown on Eq. (3.5), will be used in the following. 

 Ὑ †Ƕ
τ

σ
ÅØÐὮ“‐ ÓÉÎÃ“‍‐  (3.5) 

where: 

¶ ‍ πȢψσς is a coefficient which represent the width of the sinc function 

Figure 3.3 illustrates the periodicity of the absolute value of the correlation function for ὔ ςπτψ 

and thus ὔ ρτς and a null timing offset. On Figure 3.4 a closer look on the correlation peak show 

the sinc shape of the correlation function. 
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Figure 3.3: Absolute value of the correlation 
function 

 

Figure 3.4: Close up on the central peak of the 
correlation function 

3.1.3 Acquisition and tracking  processes 

Due to the specificities of the terrestrial propagation channel already discussed, the correlation 

function obtained from real signals will present multiple peaks corresponding to all the replicas of 

the transmitted signal reaching the receiver. These peaks can evolve very fast (e.g. fading) due to the 

changing environment in urban conditions. More notably, the peak corresponding to the first 

received signal (the one of interest for ranging) is not necessarily the most powerful and might not 

even be present. In order to try to always track the shortest signal (either the direct signal, or by 

default one of the shortest replicas), the proposed ranging method uses multiple delay lock loops 

(DLL) in order to constantly track several correlation peaks. This allows relying on the second tracked 

shortest replica if the first one disappears due to fading or signal blockage. The following method is 

then used (although slight variations are used depending if the emitters are in SFN or not): 

¶ First, an iterative algorithm, that could be the Matching Pursuit [40], is used to acquire the 

delays corresponding to the different peaks of the correlation function. In order to make sure 

that the direct signal or the shortest detectable replica is not missed, this acquisition is run 

periodically.  

¶ Second, all (or a subset of all) the acquired peaks are tracked independently using several 

classical DLL using a normalized early-minus-late-power (EMLP) discriminator. The shortest 

tracked delay is then used to form the pseudorange measurement. Specific detectors are 

used to minimize the number of replicas tracked. 

3.1.3.1 Acquisition of correlation peak delays  

Contrary to the GNSS acquisition, it is not necessary to search the correlation peaks over the whole 

correlation range and for multiple values of the frequency offset (search delay-frequency grid 

concept). Indeed the timing offset and fractional CFO estimation made by the Van de Beek algorithm, 

introduced in the section 2.3.1, permit to know precisely the frequency offset and, with a rougher 

precision (about ±50 samples), the timing offset. 
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Thus, to find the correlation peaks, the correlation function has to compute just between ±50 

samples around the delay estimated by the Van de Beek algorithm. Figure 3.5 shows an example of a 

correlation function obtained after Van de Beek algorithm, in presence of arbitrary multipathes of 

delays {0, 4, 12} samples and relative amplitudes {0.5, 1, 0.3}. 

 

 

Then the peak delays can be acquired using the matching pursuit algorithm [40] and consist in 

executing the following actions: 

¶ Find the highest peak in the absolute correlation function, then 

¶ Subtract to the correlation function this estimated peak using the correlation function 

model Ὑ † 

¶ Loop the two first steps until no more significant peak has been found until the desired 

number of peaks has been found 

As an illustration, Figure 3.6 shows the result of the MP algorithm applied to the correlation function 

of Figure 3.5. It can be seen that peak delay estimates are correct but that the amplitude estimates 

are not so good. Indeed, in the MP algorithm that is implemented here, the absolute value of 

correlation function is modeled as a sum of absolute sinc functions, whereas in reality it is the 

absolute value of a sum of sinc functions. This model mismatch creates a slightly erroneous 

estimation of the peak amplitude but which is not so problematic as long as the peak delays 

estimation is good. 
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Figure 3.5: Correlation function in presence of multipath 
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In addition to prevent bad delay acquisitions on the secondary lobes of the sinc function which could 

appears as peaks for the MP algorithm, it is possible to use windowing techniques in order to reduce 

the correlation side-lobes, as discussed in section 3.1.5.2.  

3.1.3.2 Tracking of correlati on peak delays 

The tracking of each delay initialized during the acquisition phase is achieved with a classical Delay 

Lock Loop (DLL) using a normalized Early-Minus-Late-Power (EMLP) discriminator. The block diagram 

of this DLL is presented on Figure 3.7. There is one DLL running for each delay acquired. 

 

 

First, the estimated delay, denoted †Ƕ, is initialized with the value found in the acquisition phase. The 

correlation between the k-th demodulated OFDM symbol and the pilot local replica is computed at 3 
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Figure 3.6: Estimated peak delay by MP algorithm 

Figure 3.7: DLL block diagram 
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points: at †Ƕ Σ ŎŀƭƭŜŘ ǘƘŜ άƭŀǘŜέ ŎƻǊǊŜƭŀǘƛƻƴΣ †ǶΣ ŎŀƭƭŜŘ ǘƘŜ άǇǊƻƳǇǘέ ŎƻǊǊŜƭŀtion and †Ƕ , called the 

άŜŀǊƭȅέ ŎƻǊǊŜƭŀǘƛƻƴΦ ¢ƘŜ ŘŜƭŀȅ ōŜǘǿŜŜƴ ǘƘŜ ŜŀǊƭȅ ŀƴŘ ǘƘŜ ƭŀǘŜ ŎƻǊǊŜƭŀǘƛƻƴ ǇƻƛƴǘǎΣ ŘŜƴƻǘŜŘ ɝ is called 

the correlator spacing. 

Second, the discriminator is computed, thanks to the values of the early, prompt and late 

correlations. A first estimate of the tracking error ‐ †Ƕ†, defined as the difference between the 

estimated delay and the true delay, is obtained with the discriminator of the Eq. (3.6). 

 
Ὀ ‐

Ὑ †Ƕ
ɝ
ς

Ὑ †Ƕ
ɝ
ς

ὑ ȿὙ†Ƕȿ
 

(3.6) 

 

This discriminator is normalized by a factor denoted ὑ  such that Ὀ ‐ ‐ for ‐ close to 

0. This normalization factor (calculation in Annex A) is: 

 ὑ
ρ ɝςϳ “‍ȢÓÉÎ“‍ɝ ÃÏÓ“‍ɝ

“‍Ȣɝ ςϳ
 (3.7) 

with: ‍   

Figure 3.8 illustrates the discriminator output Ὀ ‐  for several values of the correlation spacing 

ɝ. 

 

 

Third, the final estimation of the tracking error is obtained by filtering the discriminator output in 

order to reduce the estimation noise. The loop filter, inspired from [41], is defined by three 

parameters: the time between each delay estimate Ὕ, the loop order and the loop bandwidth ὄ. 

The value of Ὕ is fixed by the delay between two discriminator output, classically the duration of an 

OFDM symbol (Ὕ), the loop order controls the behavior of the loop in dynamic conditions and the 

loop bandwidth control the sensibility of the loop. 
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Finally, the new delay estimate at the instant Ὧ ρȟ is computed by making the operation of Eq. 

(3.8). Then new correlations at early, prompt and late points are computed according to this updated 

delay estimate, leading to a new discriminator output and so on. 

 †Ƕ †Ƕ ‐  (3.8) 

 

3.1.4 DLL exclusions and Re-acquisitions  

To fight against the instability of the urban propagation channel that produces on the correlation 

function quick changes of the peak amplitudes and even sudden disappearance of peaks, two 

processes are used to manage these issues. 

First, the DLL exclusions, which are criteria that stop a DLL if it has diverged or if two (or more) DLLs 

have converged. The DLL divergence can arise when the tracked peak suddenly disappears (because 

of signal blockage by a building for example). From this instant the DLL can potentially began to 

evolve freely in the noise. This divergence can be detected by observing the rate of evolution of the 

delay. If this rate is too important (compared to expected dynamic of the receiver) the DLL is 

considered to have diverged. The DLL convergence occurs when two (or more) DLL converges 

towards the same delay. Then, only one of the converging DLL is kept and the other are stopped. The 

convergence is detected when the difference between two estimated delays is below a defined 

threshold (typically one sample). 

  

The second process is the delay re-acquisition. It consists in making periodic delay acquisitions, e.g. 

every one second, in order to be able to detect and track a newly appeared peak. During re-

acquisition only the detected peaks that are not already tracked are kept. 

3.1.5 Improvement of correlation operation  

In order to improve acquisition and tracking performances, two operations have been introduced in 

the calculation of the correlation function. There are summations of consecutive correlation 

functions to reduce noise and windowing techniques to limit the secondary lobes of the correlation 

function. 

3.1.5.1 Use of correlation function summations  

There are two types of summations: coherent summations that operate of the complex valued 

correlation function and the non-coherent summations that operate on the squared absolute value 

of the correlation function. Mathematically, the expression of the correlation function with ὔ  

coherent summation and ὔ non-coherent summations is: 
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 Ὑ ȟ †Ƕ
ρ

ὔ

ρ

ὔ
Ὑ †Ƕ  (3.9) 

where 

¶ Ὑ †Ƕ si the correlation function computed with the k-th OFDM symbol 

It is important to note that, according to Eq. (3.9), ὔ ὔ consecutives symbols are necessary to 

compute the correlationὙ ȟ †Ƕ, and thus when using summation the loop update time becomes: 

 Ὕ Ὕὔὔ (3.10) 

 

The interest of the coherent summations compared to the non-coherent summations is a better 

noise reduction due to the quadratic losses introduced in the non-coherent because of the squared 

absolute term. This is shown on Figure 3.9, that represents the values of Ὑȟ†Ƕ(in blue), Ὑ ȟ†Ƕ 

(in red) and Ὑȟ †Ƕ (in green) for ὔ 4096 and supposing a SNR of the received signal of -10 dB.  

 

One the other hand, the coherent summations, since they are done on the complex valued 

correlation, present a problem when the different correlations have not the same phase (for example 

when a residual CFO is present). The problem does not appear for non-coherent summations since 

they are done on the squared absolute value of the correlation. This phenomenon is shown on Figure 

3.10, where are represented the values of Ὑȟ†Ƕ(in blue), Ὑ ȟ†Ƕ (in red) and Ὑȟ †Ƕ (in 

green) for ὔ 4096 and supposing a residual CFO of 0.02 (about 100 Hz in this case) and no noise. 
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It can be clearly seen that correlation peak amplitude is reduced when used coherent summations. 

Then even if coherent summations bring an important noise reduction their number has to be limited 

in order to avoid a significant decrease of the correlation peak amplitude. 

 

Another interesting consequence of coherent summations appears when ὔ  is a multiple of 4. In this 

case the ὔȾρς-periodicity of the absolute correlation function became a ὔȾσ-periodicity as shown 

on Figure 3.12. This is due to the fact that 4 consecutive scattered pilot patterns are equivalent to 

one pattern with pilots spaced by 3 subcarriers, as illustrated on Figure 3.11 from [30] 
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Figure 3.11 Artificial scattered pilot periodicity increase by averaging multiple of 4 consecutive 
correlation output [30] 
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3.1.5.2 Use of windowing techniques 

The goal of windowing techniques is to reduce the secondary lobes that appear on the correlation 

function, in order to limit the influence of two remote peaks on each other and to avoid false 

acquisition on secondary lobes. This is achieved by using a window vector, denoted ύȟ in the 

computation of the correlation: 

 Ὑ †Ƕ  ὭὈὊὝὨύὖ
ᶰ

†  
ρ

ὔ
Ὠύὖ

ᶻ
ÅØÐὮς“

†ὴ

ὔ
 

ᶰ

 (3.11) 

where: 

¶ Ὑ † denotes the widowed correlation of the k-th OFDM symbol 

¶ ύ ρ for the rectangular window (i.e. no windowing), 

¶ ύ πȢυσψσφπȢτφρφτȢÃÏÓς“  for the hamming window, 

¶ ύ

πȢσυψχυ  πȢτψψςωÃÏÓς“  πȢρτρςψÃÏÓτ“  πȢπρρφψÃÏÓφ“  for 

the blackman-harris window 

 

The absolute correlation function is shown on Figure 3.13 for the three selected windows. 
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Figure 3.12: Illustration the periodicity reduction of the correlation function for ὔ  multiple of 4 
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As it can be seen, the use of windowing impacts three characteristics of the correlation function: 

amplitude of the main lobe, width of the main lobe and amplitude of sidelobes. Table 3.1 resumes 

these characteristics through three parameters: 

¶ the sidelobe isolation defined as the difference, in dB, between the correlation peak and 

the most significant sidelobe amplitudes, 

¶ the peak amplitude and 

¶ the peak width taken at the half maximum amplitude. 

 

 
Sidelobe 

isolation (dB) 
Peak 

amplitude 
Peak width 
(in samples) 

Rectangular 13.3 1.33 1.45 

Hamming 43 1.14 2.2 

Blackman-
Harris 

93 0.94 3.2 

 

The Blackman-Harris window presents the best sidelobe isolation. The drawbacks are reduced peak 

amplitude (i.e. reduced noise isolation) and an important increase of the peak width that degrade 

tracking precision. 

The Hamming window presents a good compromise between sidelobe isolation and peak amplitude 

and width reduction. 
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Figure 3.13: Illustration of windowed correlation functions 

Table 3.1: Window characteristics  
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3.2 Theoretical Analysis in AWGN  

3.2.1 Acquisition  performance  

As explained earlier the overall acquisition of a correlation peak delay is made in two separate steps:  

¶ The Cyclic Prefix acquisition, based on Van De Beek algorithm, which precisely estimates 

the fractional CFO and roughly estimates the received signal delay (with a precision of 

about 100 samples in practice). 

¶ The peak delays acquisition, based on the Matching Pursuit algorithm, which precisely 

estimates the delay of each peak in the correlation function. 

The peak delays acquisition has been extensively studied in [23] and its performance will not be 

detailed here. 

Thus, in this section only the Cyclic Prefix acquisition performance will be studied. Its performance is 

studied in term of probability of detection to quantify the chances of a successful acquisition for a 

given SNR of the received signal. As a reminder, the Cyclic prefix acquisition consist is computing a 

correlation between a window of ὔ  samples with a window of same size located ὔ samples after. 

The maximum of the correlation occurs when the 2 windows are respectively located on the Cyclic 

Prefix and on the end of the OFDM symbol, thus providing a detection of the beginning of the OFDM 

symbol.  

Computing a detection probability is quite challenging because, as the contrary to GNSS acquisition 

where the received noisy signal is correlated with a clean replica, here a part of the received noisy 

signal is correlated with another noisy part of itself. 

3.2.1.1 Hypothesis test definition  

To solve the detection problem, the following hypothesis test is defined: 

¶ ὌΥ ǘƘŜ ǳǎŜŦǳƭ ǎƛƎƴŀƭ ƛǎ ƴƻǘ ǇǊŜǎŜƴǘ Ҧ ὶ ὲ  

¶ ὌΥ ǘƘŜ ǳǎŜŦǳƭ ǎƛƎƴŀƭ ƛǎ ǇǊŜǎŜƴǘ Ҧ ὶ ὶ ὲ  

where: 

¶ ὶ is the n-th sample of the received signal 

¶ ὶ is the n-th sample of the received useful signal 

¶ ὲ  is the n-th sample of the received noise 

Let „  be the power of the useful signal, „  the power of noise and ὛὔὙ  the signal-to-noise of 

the received signal. 

From those two hypotheses, two probabilities can be defined: 

¶ the false alarm probability, denoted ὴ , which is the probability to decide Ὄ  when Ὄ  is 

valid or, in other terms, the probability to detect the useful signal when it is not present 

and 
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¶ the detection probability, denoted ὴ, which is the probability to decide Ὄ  when Ὄ  is 

valid or, in other terms, the probability to detect the useful signal when it is actually 

present. 

3.2.1.2 Signal detector definition  

The signal detection is made by a detector based on the metric of Eq. (2.24) defined in section 2.3.1. 

This signal detector Ὕ is:  

 Ὕ ȿɤάȿ
ρ

ὔ
ὶὶᶻ  ȟάᶰπȟὔ ρ (3.12) 

To study the false alarm and detection probabilities, the statistical distribution of this detector has to 

be analyzed under the two hypotheses Ὄ  and Ὄ . 

Statistical distribution of ╣ under ╗  

Under Ὄ  hypothesis, we have: ὶ ὲ  Thus, it can be shown (Annex A) that: 

 
ςὔ

„
Ὕ Ḑ … (3.13) 

where: 

¶ „ ὠὥὶὲ  is the variance of the received noise and  

¶ … denotes the chi-square distribution with 2 degrees of freedom 

Then, from this distribution, it is possible to derive, for a given false alarm probability ὴ , a 

threshold Ὕ such that: 

 ὴ ὖὝ Ὕ  (3.14) 

 

Statistical distribution of ╣ under ╗  

Under Ὄ  hypothesis, we have: ὶ ὶ ὲ  To compute the statistical distribution in this case we 

consider the signal detector at the perfect synchronization point. Under this condition, ὶ

 ὶ ȟ ÆÏÒ ὲɴ άȟὔ ά ρ and the value of ȿɤάȿ is maximum. Thus, it can be shown 

(Annex A) that: 

 
ςὔ

ς„ „ „
Ὕ Ḑ … ‗ (3.15) 

where: 

¶ „  is the power of the received useful signal 

¶ … ‗ denotes the noncentral Chi-square distribution with 2 degrees of freedom 

¶ ‗   is the noncentrality parameter 

From this distribution and the previous defined threshold Ὕ, given a certain signal-to-noise ratio 

(ὛὔὙ  

 
), it is possible to determine the detection probability ὴ such that: 
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 ὴ ὖ Ὕ
Ὕ

ρ ςὛὔὙ
 (3.16) 

 

3.2.1.3 Use of coherent and non-coherent summations  

One way to improve detection performance is to use coherent or non-coherent summations to 

reduce noise. Supposing ὔ  coherent summation and ὔ non-coherent summations to new detector 

is: 

 Ὕ ȟ

ρ

ὔ

ρ

ὔ
ɤ ά  (3.17) 

where: 

¶ Ώ ά В ὶ Ȣὶ Ȣ
ᶻ   is the CP acquisition metric computed on the k-

th ὔͅὸ-sized block 

¶ ὔ ὔ ὔ  is the size of the complete OFDM symbol (i.e. CP included) 

Thus the statistical distributions became (Annex A): 

 
ςὔ ὔὔ

„
Ὕ ȟ Ḑ …  (3.18) 

 
ςὔ ὔὔ

ς„ „ „
Ὕ ȟ Ḑ … ‗ (3.19) 

where: 

¶ …  denotes the chi-square distribution with ςὔ degrees of freedom 

¶ … ‗ denotes the non-central Chi-square distribution with ςὔ degrees of freedom 

¶ ‗  is the non-centrality parameter 

3.2.1.4 Illustrations of detection performance  

To illustrate the detection performance, Figure 3.14 and Figure 3.15 show the theoretical probability 

of detection as a function of SNR for different numbers of coherent and non-coherent summations 

for a false alarm probability of ρπ . The parameters are: ὔ τπωφ, ὅὖ ρȾψ. On the same figure 

are cross-plotted the simulated detection probability obtained over 1000 iterations. 
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It can be seen simulated results match perfectly the theoretical ones. Then, it is clear that coherent 

summations present a better noise reduction that non-coherent summation. It is a classical result 

due to squaring losses. However, it is important to note that, coherent summations are sensitive to 

phase variations induced by, for example, CFO and propagation channel variations. 

 

Another interesting figure of merit to analyze is the number of coherent or non-coherent summation 

that is necessary to reach a certain detection probability for a SNR and a false alarm probability fixed. 

For example, Figure 3.16 gives these numbers as a function of SNR for ὴ ρπ  and ὴ πȢωω. 

We have also ὔ τπωφ and ὅὖ  ρȾτ.  
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Figure 3.14: Probability detection for different coherent summations (ὴ ρπȟὔ ρ)  

Figure 3.15: Probability detection for different non-coherent summations (ὴ ρπ ȟὔ ρ)  
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Thus, even at a very low SNR (the operational SNR for demodulate TV data is around 10-20 dB) it is 

possible to satisfy restrictive false alarm and detection probabilities with a limited number of 

summations.  

3.2.2 Tracking performance  

Of course, the tracking performance in an AWGN channel is very different from the performance in 

urban propagation channel that present numerous and powerful multipathes. However, it is still 

important perform this study in an ideal propagation channel to give an idea of the maximum 

reachable performance to point out the potential of the PR estimation method. 

The tracking performance is analyzed by calculating the variance of the estimated delay. In this 

purpose, a model of the noisy correlation function is derived. The next step is to compute the 

variance of the normalized EMLP discriminator output (see section 3.1.3.2). Then the variance of the 

estimated delay, which is the discriminator output filtered by the loop filter can be computed. Finally 

a tracking threshold is computed, defined as a limit SNR from which the tracking is decided 

impossible. 

3.2.2.1 Model of the correlation output in presence of noise  

The correlation output model is given for the following hypothesis: 

¶ The receiver is perfectly frequency synchronized: no CFO, no SCO. 

¶ The propagation channel is an AWGN (no multipath, only an additive Gaussian noise). 

¶ An attenuation coefficient ‌ due to propagation is applied on the received signal. 

¶ A timing offset † ƛƴ ǘƘŜ άǎŀŦŜ ȊƻƴŜέΦ 

In these conditions and according to section 2.1.2 the expression of the demodulated symbols is : 

-15 -10 -5 0
0

20

40

60

80

100

120

140

SNR in dB

N
u
m

b
e
r 

o
f 

s
u
m

m
a
tio

n
s

 

 

Incoherent summations

Coherent summations

Figure 3.16: Number of summations needed as a function of SNR (ὴ ρπȟὴ πȢωω) 
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 Ὠ ‌ὨὖÅØÐὮς“
†ὴ

ὔ
ὲ  (3.20) 

In addition the SNR is defined as the ratio between the power of data subcarriers and the power of 

the noise on those subcarriers, as expressed on Eq. (3.21). 

 ὛὔὙ
‌„ȟÄÁÔÁ
„

‌

„
 (3.21) 

where: 

¶ „ȟÄÁÔÁ is the variance of the data symbols, equals to 1 with our signal definition (see 

section 2.2.2). 

According to Eq. (3.5) defined in section 3.1.2, the correlation of the two terms of the demodulated 

symbols of Eq. (3.20) leads to the following noisy correlation function model: 

 Ὑ†Ƕ ‌Ὑ †Ƕ Ὑ †Ƕ (3.22) 

where: 

¶ Ὑ †Ƕ ÅØÐὮ“‐ ÓÉÎÃ“ ‐  is the useful correlation (i.e. without noise) as 

calculated in section 3.1.2 and 

¶ Ὑ †Ƕ В ὲὖ
ᶻ
ÅØÐὮς“  ᶰ is the noise term of the correlation. 

3.2.2.2 Variance of discriminator output  

The expression of the discriminator is (see section 3.1.3.2): 

 
Ὀ ‐

Ὑ †Ƕ
ɝ
ς

Ὑ †Ƕ
ɝ
ς

ὑ ȿὙ†Ƕȿ
 

(3.23) 

 

To make this calculation several hypothesis are made: 

¶ The discriminator normalization by the prompt correlator is supposed perfect, i.e. it is 

assumed that there is no noise component on the value of Ὑ†Ƕ. In practice to achieve 

that noisy conditions, one can obtain an almost noiseless value of Ὑ†Ƕ by averaging it on 

several consecutive OFDM symbols. 

¶ The tracking error is supposed close to zero ( ‐ḗπ ) 

It can be demonstrated that the variance of the normalized discriminator output is (Annex A): 

 ὠὥὶὈÎÏÒÍ
ὑ

ὔὔὔ ὛὔὙ
ρ

ὑ

ὔὔ ὛὔὙ
 (3.24) 

where: 

¶ ὑ
ǎƛƴŎ ǎƛƴŎ

, ὑ
ǎƛƴŎ

ǎƛƴŎ  
, ὑ

ϳ Ȣ

Ȣ ϳ
. 

¶ ‍  . 

¶ ɝ is the correlator spacing. 

¶ ὔ  is the number of scattered pilot. 
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¶ ὔ  and ὔ are respectively the numbers of coherent and non-coherent summations of 

the correlation points used in input of the discriminator. 

¶ ὛὔὙ is the ratio between the power of data subcarriers and the power of the noise on 

the subcarriers as defined in Eq. (3.21). 

According to Eq. (3.24), some observations can be done about the variance of the normalized ELMP 

discriminator output: 

¶ The higher the SNR is, the smaller the discriminator output variance. 

¶ The higher the total number of subcarriers ὔ is, the smaller the discriminator output 

variance, as the number of scattered pilot ὔ  is proportional to the total number of 

subcarriers ὔ (see Table 2.6). 

¶ The higher the numbers of coherent and non-coherent summation are, the smaller the 

discriminator output variance is. In addition, coherent summations permit a better 

variance diminution than non-coherent summations by reducing the quadratic losses 

(the second term in the brackets of Eq. (3.24) ). 

3.2.2.3 Variance of the tracking error estimate  

To compute the variance of the tracking error estimate it is supposed that the loop has converged. 

The loop filter is defined by three parameters (see section 3.1.3.2 for details) including the loop 

bandwidth ὄ and the loop update time Ὕ ὔὔὝ. According to [18] if the discriminator output is 

known, the variance of the tracking error estimate ‐ can be easily found and is: 

 ὠὥὶ‐ ςὄὝὠὥὶὈÎÏÒÍ
ςὄὝὑ

ὔ ὛὔὙ
ρ

ὑ

ὔὔ ὛὔὙ
  (3.25) 

 

According to Eq. (3.25), some observations can be done: 

¶ Most of the time ὄὝḺρ, thus the introduction of the loop filter permits to significantly 

reduce the variance of the estimated tracking error 

¶ The greater the loop update time is, the higher the variance of the tracking error estimate is. 

Indeed, if the loop update-time increases while the loop bandwidth remains constant, the 

loop is necessarily more reactive and thus, the variance of the estimated tracking error 

estimate augments. 

¶ When the number of scattered pilot ὔ  augments (i.e when ὔ augments), the OFDM 

symbols duration Ὕ and thus the loop update time Ὕ augments in the same proportion. 

Thus, the principal coefficient  is constant and only the quadratic losses ( ) 

are reduced. This analysis is only true for DVB-T signals if which the ratio between the FFT 

size and the number of scattered subcarrier is fix (and equal to ρπςτȾχρ ).  More generally, if 

the number of pilot augment (the FFT size being constant) the variance of the tracking error 

decreases. 

¶ The higher the CP ratio is, the longer the OFDM symbol duration Ὕ and the loop update time 

is, and thus the higher the variance of the tracking error estimate is. 

¶ When the number of coherent summations augments, the quadratic losses are reduced. 

¶ The number of non-coherent summations has no influence on the tracking error variance. 
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3.2.2.4 Validation of theoretical variance formulas  

The two theoretical formulas of Eq. (3.24) and Eq. (3.25) have been validated by simulations. 

Validation results for each formula are in the 2 following subparts. To validate this formula a 

synthetic DVB-T signal has been generated with the following parameters: 

¶ ὔ τπωφ 

¶ ὅὖ ρȾψ 

¶ Null propagation delay († π) 

¶ Adjustable SNR 

 

Validation of discriminator variance output 

The normalized EMLP discriminator has been computed for each generated OFDM symbols at a null 

delay (to ensure that ‐ḗπ, has supposed in the theoretical calculation) and finally, its variance has 

been computed and compared to the theoretical one. The assumption of a perfect normalization of 

the discriminator made for the calculation of the theoretical expression has not been made in the 

simulation. Thus, the EMLP discriminator is normalized by the noisy prompt correlation. Figure 3.17 

shows the simulated standard deviation as a function of SNR and its comparison with the theory. The 

parameters of the discriminator are: ɝ ρ, ὔ ρ and ὔ ρ. The unit is converted in meter 

according to the following formula: 

 ÓÔÄÅÖὈÎÏÒÍÍÅÔÅÒ ὠὥὶὈ
ÎÏÒÍȢὝ Ȣὧ  (3.26) 

where: 

¶ Ὕ  is the sampling period (see Table 2.1) 

¶ ὧ  is the speed of light 
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Figure 3.17: Simulated and theoretical standard deviations of the discriminator output 
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Simulated and theoretical results match perfectly, despite the non-perfect normalization of the EMLP 

discriminator in the simulation, proving that the simplification made on the theoretical calculation is 

not harmful. 

 

Validation of estimated tracking error variance 

The same simulation has been made with the integration of the loop filter. Thus, in this case, the 

delays of the early, prompt and late correlations are totally controlled by the loop and not fixed as is 

the previous simulation (closed-loop). Figure 3.18 shows the simulated tracking error estimate 

standard deviation as a function of SNR, and its comparison to the theoretical value. The parameters 

of the discriminator are: ɝ ρ, ὔ ρ. The parameters of the loop are: ὄ ρπ Ὄᾀ and Ὕ Ὕ3 (Ὕ3 

is the duration of one OFDM symbol). As in the previous simulation the unit is converted into meter. 

 

Here again, the simulated results match perfectly the theoretical ones. The tracking error variance is 

very small (below one meter) even for SNR very low. Since operational SNR to demodulate TV data 

are around 15 dB, a large SNR margin is available, authorizing good tracking performances even out 

of the coverage of the TV emitter (indoor or far from the emitter). 

3.2.2.5 Impact of signal, discriminator and loop parameters on tracking error estimate 

variance  

In this section, the impact of signal, discriminator and loop parameters on the tracking error estimate 

variance are analyzed using the theoretical formula. Table 3.2 shows the simulation parameters and 

their default values. The parameters having their impact studied are in red. Since, according to Eq. 

(3.25), the impact of non-coherent summation is null, its impact is not studied here.  
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Figure 3.18: Simulated and theoretical standard deviation of the tracking error estimate  

Table 3.2: Simulation parameters default values 
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Category Parameters Default value 

 DVB-T Signal parameter 

FFT size ὔ - Mode 4096 ς 4K 

CP ratio 1/8 

Approximate Bandwidth ς Ὕ  8 MHz ς 7/64 µs 

Discriminator parameters 
Number of coherent summations ὔ 1 

Correlator Spacing ῳ 1 sample 

Loop parameters 
Loop bandwidth ὄ 10 Hz 

Loop update time Ὕ ὝȢὔ 

 

 

Impact of FFT size 

Figure 3.19 shows the theoretical standard deviation of the tracking error estimate as a function of 

SNR for the 3 possible values of the FFT size (2048, 4096, and 8192) in a DVB-T signal. It is important 

to note that augmenting the FFT size increases the number of scattered pilot subcarriers ὔ (see 

Table 2.6) but it also increases the OFDM symbol duration Ὕ (indeed Ὕ ὔρ ὅὖὝ ) and 

thus the loop update time Ὕ. 

 

The impact of the FFT size on the tracking error is almost null, except for low SNR. Indeed, according 

to Eq. (3.25), the gain on the discriminator output variance due to an increase of the number of 

scattered pilot is almost entirely compensated by the increase of the loop update time that forces 

the loop the be more reactive and more permissive regarding the noise. The small gain impacts the 

quadratic losses and so appears only at low SNR. However at -20 dB, the quadratic losses are still 

weak and the impact FFT size is thus limited. 
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Figure 3.19: Impact of the FFT size on the tracking error estimate standard deviation  
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Impact of coherent summations 

Figure 3.20 shows the theoretical standard deviation of the tracking error estimate as a function of 

SNR for 3 values of the coherent summation number (1, 10, and 100). 

  

 

The impact of coherent summations on is almost null, except for low SNR. Indeed, according to Eq. 

(3.25), the coherent summations reduce only the quadratic losses, which are significant at low SNR. 

However at -20 dB, the quadratic losses are still weak and the impact of coherent summation is thus 

limited. 

 

Impact of correlator spacing 

Figure 3.21 shows the theoretical standard deviation of the tracking error estimate as a function of 

SNR for 3 values of the correlator spacing (0.1, 0.5, and 1). 
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deviation  



69 

 

The 3 curves are superimposed. So, the correlator spacing has no influence on the tracking error 

estimate variance. This result could be quite surprising in view of the strong dependence on ɝ of the 

factors ὑ and ὑ in the theoretical formula of the tracking error estimate variance of Eq. (3.25). 

 

Impact of loop bandwidth 

Figure 3.22 shows the theoretical standard deviation of the tracking error estimate as a function of 

SNR for 3 values of the loop bandwidth (1 Hz, 5 Hz, and 10 Hz). 

 

As expected the tracking error estimate variance is decreasing when the loop bandwidth is reduced. 

However reducing the loop bandwidth decreases the reactivity of the loop. Thus, there is a 

compromise to found to have the smallest loop bandwidth possible while keeping a good reactivity 

of the loop. This reactivity, not so important in the considered AWGN propagation channel where the 
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Figure 3.21: Impact of the correlator spacing on the tracking error estimate standard deviation 

Figure 3.22: Impact of the loop bandwidth on the tracking error estimate standard deviation 
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dynamic is only due to receiver moves, become necessary in the urban propagation channel which is 

very unstable. 

3.2.2.6 Tracking threshold  

The tracking threshold is a SNR value, denoted ὛὔὙ , below which the loop can be considered to 

have lost tracking. According to [18], a criterion to decide that the tracking is lost, is when the 3-

sigma value of the tracking error becomes greater than the linearity zone of the discriminator. 

Indeed, in that case, a non negligible amount of the discriminator outputs are out of the linearity 

zone and a divergence of the loop may occur. According to Figure 3.8 the linearity zone of the 

studied discriminator spans about 0.5 delay unit. Thus, mathematically, the tracking loss criterion is: 

 σ ὠὥὶὈÎÏÒÍ
ρ

ς
 (3.27) 

Thus, when the inequality of Eq. (3.27) is true the tracking is considered loss. 

According to the theoretical expression of ὠὥὶὈÎÏÒÍ presented on Eq. (3.25), it is easy to find the 

expression of ὛὔὙ  such as the inequality of Eq. (3.27) is true. After a resolution of a quadratic 

equality (see Annex A) it comes: 

 ὛὔὙ
σφὄὝὑ

ὔ
ρ ρ

ὑ

ρψὄὝὔὑ
 (3.28) 

where: 

¶ ὑ
ǎƛƴŎ ǎƛƴŎ

 

¶ ὑ
ǎƛƴŎ

ǎƛƴŎ  
 

Figure 3.23, Figure 3.24, Figure 3.25 and Figure 3.26 show the value of the tracking threshold as a 

function of FFT size, coherent summation number, correlator spacing and loop bandwidth. The 

default simulation parameters are the same than in Table 3.2.  

 

Figure 3.23: Impact of the FFT size on tracking 
 

Figure 3.24: Impact of the number of summations 
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threshold on tracking threshold 

 

Figure 3.25: Impact of the correlation spacing on 
tracking threshold 

 

Figure 3.26: Impact of the loop bandwidth on 
tracking threshold 

 

The tracking threshold for the default parameters is about -32 dB. The correlator spacing has no 

impact on the value of tracking threshold and FFT size has a limited impact (the tracking threshold is 

a little bit reduced when the FFT augments). 

Coherent summations permits a reduction of the tracking threshold until ὔ ςπ, from which the 

tracking threshold is comprised between -36 and -38 dB.  

Finally the smallest loop bandwidth presents the lowest tracking threshold. However, if the loop 

bandwidth is too small, the loop is not reactive enough to follow the receiver dynamic and the 

propagation channel variations. 

3.2.2.7 Extension to the case of windowed correlation  

The theoretical formulas have been developed in the case of the rectangular window where the 

correlation is sinc shaped. To extend the formulas to the other windows, one can, instead of consider 

the exact expression of the windowed correlation function, find the sinc function that best 

approximates the main lobe of the considered widowed correlation function. This approximation is 

valid because during the peak tracking, the correlation is always computed on the main lobe of the 

sinc function. For each possible window, the value of the coefficients ‍  (that controls the wideness 

of the main lobe of the approximating sinc function) and ὑ  (that controls the amplitude of the main 

lobe of the approximating sinc function) are such that: 

 ȿὙ †Ƕȿ ὑȿÓÉÎÃ“‍‐ȿ  (3.29) 

Table 3.3 gives the values, determined empirically, of those coefficients for the 3 possible windows: 
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Table 3.3: Sinc function parameters  
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Rectangular ‍
ρςὔ

ὔ
πȢψσς 1 

Hamming 
‍

ρȢυ
 0.9374 

Blackman-Harris 
‍

ςȢρ
 0.7744 

 

Thus the expressions of the tracking error estimate variance and tracking threshold became: 

 ὠὥὶ‐ ςὄὝὠὥὶὈÎÏÒÍ
ςὄὝὑ

ὔ ὑὛὔὙ
ρ

ὑ

ὔὔ ὑὛὔὙ
  (3.30) 

 ὛὔὙ
σφὄὝὑ

ὔ ὑ
ρ ρ

ὑ

ρψὄὝὔὑ
 (3.31) 

 

where: 

¶ ὑ
ǎƛƴŎ ǎƛƴŎ

, ὑ
ǎƛƴŎ

ǎƛƴŎ  
, 

ὑ
ϳ Ȣ

Ȣ ϳ
 

Figure 3.27 and Table 3.4 show the theoretical tracking error estimate standard deviation and the 

tracking threshold for each possible window and for the default parameters of Table 3.2. 

 

Figure 3.27: Tracking error estimate standard 
deviation for different correlation window 

Table 3.4: Tracking threshold for different 
correlation window 

Windows 
Tracking 
threshold 

Rectangular -32 dB 

Hamming -29 dB 

Blackman-
Harris 
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The rectangular window presents the best results, then the Hamming window and finally the 

Blackman-Harris window. However, it is important to note that Hamming and Blackman-Harris 

windows permit an important attenuation of the secondary lobes that permit to reduce influence 

between two remote correlation peaks. Thus, even if in the case of AWGN channel, where only one 

peak is present in the correlation function, the rectangular window will be always preferred, in the 
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case of urban propagation channel, where multiple peaks are present in the correlation function, the 

Hamming and Rectangular windows present an important interest. 

3.2.3 Conclusions 

This theoretical analysis shows very promising results for the use of DVB-T, and more generally of 

OFDM modulation, as signal-of-opportunity for positioning. Indeed the time and frequency 

acquisition is possible at very low SNR (relatively to the typical SNR observed for this kind of signal) 

and very easily. The theoretical tracking performance is also very good at low SNR. 

However, this theoretical study is valid for AWGN propagation channels which are never 

encountered in real world, especially when terrestrial networks and urban/indoor environments are 

envisaged. Whatever, this theoretical study is a good starting point to validate the feasibility and 

allow advanced tests on realistic signals. 
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4 Development and Validation of a DVB -T Ranging Test 

Bench 

As explained in section 3.1.1, no urban propagation channel models adapted to positioning were 

found in literature. In addition [28], has shown very promising results on semi-simulated DVB-SH 

signal based on a field channel sounding but with a part of simulated data. Thus, to go a step further 

and to be able to quantify the PR estimation performance in a realistic channel, tests on real signal 

were considered as necessary. 

 

Section 4.1 describes the developed test bench, composed of a hardware part, used to record a TV 

signal with a GPS time reference, and of a software part, consisting in a signal recording software and 

in a signal processing software. Section 4.2 presents the validation of the software part of the test 

bench. Section 4.3 describes the validation process of the hardware part and more particularly the 

synchronization of the hardware clock on an external reference. 

4.1 Description of the Test Bench  

The test bench is composed of a hardware part and of two pieces of software. 

The hardware part allows receiving and digitizing TV signals from two independent TV antennas. 

Additionally a GPS receiver provides time references (10 MHz and 1PPS signals) for the rest of the 

hardware and permit to have a reference position. This test bench has been designed to be very 

flexible and the two reception chains allow the following test configurations: 

¶ Two mobile TV antennas receiving the same signal to exploit antenna diversity and 

improve measurement quality.  

¶ Two mobile TV antennas receiving two signals at different frequencies from the same 

emitter to exploit frequency diversity.  

¶ Two mobile TV antennas receiving two signals at different frequencies from two emitters 

to have two PR measurements. 

¶ One fixed antenna and one mobile to perform differential measurements. 

The signal recording software is used to configure and control the hardware and to collect and save 

the digitized TV signal on the computer hard drive. 

The signal processing software implements the PR estimation method to process the recorded signal. 

4.1.1 Description of the hardware part  

Figure 4.1 shows the block diagram of the hardware part of the test bench. It can be split in 3 groups:  

¶ the 3 antennas (2 TV antennas, 1 optional, and 1 GPS antenna) to receive TV and GPS signals, 

¶ the 2 USPR2/WBX devices (1 optional) to digitize and record TV signals from the 2 TV 

antennas and 
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¶ the GPS receiver to provide a GPS time reference and a position reference. 

 

Antennas: 

Three antennas are used: 

¶ Mass-market amplified mobile omnidirectional UHF antenna ELAP 240011 ς 40 dB gain, 

1.1 dB noise factor (vendor information) (see Figure 4.2) 

¶ Mass-market amplified indoor omnidirectional UHF antenna Meliconi Ad-elegance ς 20 

dB gain, 3.5 dB noise factor (vendor information) (see Figure 4.3) 

¶ GPS L1/L2 GPS antenna Novatel ANT-534-C ς 40 dB gain, 1.9 dB noise factor. (see Figure 

4.4) 

 

Figure 4.1: Block diagram of the test bench hardware 
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Figure 4.2: ELAP UHF antenna 
 

Figure 4.3: Meliconi UHF antenna 

 

Figure 4.4: Novatel GPS L1/L2 antenna 

  

USRP2/WBX devices 

The USRP2 (see picture on Figure 4.5), built by Ettus Research LLC [42] is a low-cost, flexible and 

open-source radio device, controlled by PC, that permits to receive and transmit simultaneously on 

two antennas a limitless variety of signal. 

The USPR2 includes two analog-to-digital converters (ADC), (I-Q pair) with a sampling rate of 100 

MS/s and a resolution of 14 bits, for the reception chain and two digital-to-analog converters (DAC), 

(1 I-Q pair) with a sampling rate of 100 MS/s and a resolution of 16 bits, for the transmission chain. 

A FPGA ( Xilinx Spartan 3-2000) allows performing high sample rate operations, like digital up and 

down conversions, filtering and decimation or interpolation, directly in the URSP2.  




















































































































































