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Notations

Size of the FFT (de)modulator / Number of sample in an OFDM symbol without cy
prefix / Number ¢ modulated symbols in an OFDM symbol

Size of the Cyclic Prefix window / Number of samples in the cyclic prefix
0 0 , Number of samples in a complete OFDM symbol

Modulated QAM or PSK symbol (just before iFFT modulator)
Demodulated symbol (just after FFT demodulator)

Decided symbol (after channel equalization and decision)

N ) p -Index of the subcarrier (or modulated symbol) in a block of
elements

N m - Index of the OFDM symbol ogeivalently, index of the block df  element

p-th subcarrier/modulated symbol of thetk OFDM symboli  block.
Channel impulse response and channel frequency response

Channel frequency responseanthe pth subcarrier of the kh OFDM symbol
Sent/transmitted signal

N0 0 p - Sample index in a block of 0 samples

N m - Index of the block ob 0 samples

n-th sampleof the kth 0 0 block of the transmitted/sent signal
Received signal

n-th sample of the-th 0 0 block of the received signal

Timing offset, in sample, between the beginning of the useful pati@fOFDM symbol
and the beginning of the FFT windows

Vande-Beek metric

Carrier frequency offset (CFQO), dimensionless, normalized by the subcarrier spaci
Fractional part of the CFO

Integer part of the CFO

Sanpling clock offset

Pilot index set, Continuous pilot index set, Scattered pilot index set

Correlation function

Estimated timing offset

Difference between estimated and actual timing offset

Length,is second, of an OFDM symbol

Length, in second, of the useful part of the OFDM symbol, i.e. without cyclic prefix
Sampling period
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1 Introduction

1.1 Background and Motivation

The recent years havehows a growing interest in urban andnhdoor positioning with the
development of application such as car navigation, pedestrian navigation, local search and
advertising and others locatiabasedservice§LBS)However, in urban and indoor environment the
classical mean of positioning, ti@&\SShas limited availability, accuracy, continuity and integrity due
to signal blockage by building, intense multipath conditiand interferencegrom the other signals,
abundant in metropolitan areag\s a consequenceegeral solutions have been explaréo improve
positioning performance in urban and indoor environments:

I GNSS ameliorationsthis includes (1) receivers ameliorations, such as -bagtsitivity
receivers[1l], advanced multipath mitigatiddc¢4], multi-constellation receiver, etc, or (2)
systemlevel ameliorations, such as the introduction of new GNSS signalsfesitires
particularly interesting for urban and indoor positioning (e.g. BOC modulation more robust
to multipath than classical BPSK, longer code, presence of a pilot chanmeéh@llonger
integration) and Assiste@GNS$5] allowing lower C/NO than classical GNSS.

9 Additional sensorsinertial sensors, magnetometers, odometers, cameras can be coupled
to GNS$6][7] using, for example, a Kalman filter, to provide a better availability, accuracy,
continuity and integrity of the positioning solution. They can even temporary replace GNSS
during its unavailabilityperiods using, for example, deadckoning techniques.

9 Terrestrial positioning systemsthey are systems deployed especially to provide
positioning serviceOne can @e pseudasatellite (a.k.a. pseudolites) systeifig} that emit a
GNSS signal to locallytemd its coverage, new positioning signal (Lod&fa eLoran[10]),

UWB emitters[11], RFID tag§l2]. All thesesystems need the deployment of a specific
infrastructure and are generally local.

9 Signals or Systems of Opportunity (So@jey are any radiwommuncation signa present
in the air, which are opportunely used to provide a positioning servités this type of
signalghat isexploredin this PhDand there are described in detail in the following

The advantages of SoO for positioning are multiple:

1 Availability: by definition, SoOare available in any place where a radiommunication
signal is availableThusin particularin indoor and urban areas, since a lot of radio
communication signals ameployedto be accessible in these environments.

1 Diversity of signals: the number of SoO is immense, especially in urban and indoor
environments. Thus, there is a huge diversity in the available modulations, frequency bands,
signal bandwidths, types of network, etc.

f Low cost SoO are existing rad@mmmunicaion sigt f > (KS& | NB GaFNBSt e
sense othere is no need to an additional infrastructure to provide the positioning service.

Of course, SoBave also some drawbacks:

1 Not designed for a navigation purposesince SoO aredesigned for a comomication
purpose and not for a navigation purpose they may not have the characteristics required to
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provide a positioning serviceAs an example, for positioning solution based on the
estimation of timeof-arrival (TOA), most of raditommunication systesiare not time-
synchronized with a sufficient precisionHowever some of the lastgeneration
communication systems requireprecise time synchronization (accuracy of few
nanoseconds).

1 Multipath and nonline-of-sight propagation urban and indoor environmeés are already
very challenging for GNSS positioning due to the presence of multipath and signal masking.
Furthermore, in terrestrial networks, used for most of the considered SoO, multipath and
masking phenomena are even more important, leading to quickienportant fading of the
received signal and to a ndime-of-sight (NLOSpropagation, which could be a big issue for
geometricbased positioning.

1 The telecommunication service is a prioritgonsequently, the positioning service using the
telecommunicéion signal has to be thought to not degrade the telecommunication service
This is why generally, SoO are used passively, without impact on the telecommunication
service even some modification of the signal would improve the positioning performance.

1.1.1 State of the art of positioning techniques using SoO

Because of the variety of available SoO, a variety of techniques can be used to provide a positioning
service Depending on the characteristics of the targeted SoO, some positioning tecbaigumore
suited than others. The existing positioning techniques and exarapleSoO using these techniques

are listed in the following.

1.1.1.1 Cellid positioning

The cellid positioning permits a rough location of a mobile station by identifying theiew
emitters. This échnique assumes knowledge of emitter positions and its performance depends on
the sizes of the emitter cells.

Celtid positioning is classically used in GSM networks, leading to a positioning error of more than 1
km in average in suburban areas (largd s&le) and about 200 meters in average in urban areas

(smaller cell size} 3].

1.1.1.2 Signal strength positioning

The principle is to measure the signal strength of a received signal. Then, knowing the emitter
position and according to a suitable propagation raldhe distance between the mobile and the
emitter can be estimated14]. The precision of theethniquedepends on the reliability of the
propagation model, which is unfortunately not good in urban and indoor environments.

The measurement of the signalrength can be also compared to a database, constructed during a
calibration phase and which includes measured and predicted signal strengths in different locations.
The estimated position is the position where the measurement fit the datahaSe The main

drawback of this technique, also known as fingerprinting, is the cost of construction of the database,
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which presents in addition a limited reliability (emitter configuration can evolve after the calibration
phase leading to erroneous database contents).

This technique has notably be applied wili-Fi signals. They are particularly adapted to this
positioning techniqudecausesignal strength measuremenare already done in a Wi chipset and
Wi-Fi hotspots are unambiguously identifiabledbgh their MAC addresand are not synchronized

on a reference time The precision of the positioningolution dependson the precision of the
database andon Wi-Fi hotspot density. For exampl@an indoor experiment using the Ekahau
Positioning Engine allows a meansjioning error comprisd between2.5 and 13 meter$l6]. A
more global outdoor coverage, such as proposed by Skyfbdk(20 to 30 meters accuracy) or

Google(100 meters accuracyjas often a less good precision.

1.1.1.3 Time Of Arrival (T OA)/Time Difference Of Arriv al (TDOA) positioning

The main idea of this technique is to measure the time of arrival (TSdv)etimes called time of
flight, of a signal. This time corresponds to the travel tioighe signafrom the transmitter to the
receiver. To obtain a correctOA the transmitter and the receiver have to be synchronized on the
same clock, or, at least, the clock difference between emitter and receiver has to be known or
estimated.A TOA measuremerfor the kth transmitter of a group of emittercan bemodeled as
following:
Y®  ioasiook 6 GB (1.1)

where:

1 "Y® isthe TOAf the kth transmitter expressed in meter

1 ipaig thevector ofcoordinates of theeceiver

1 lisosiipthevector of coordinates of the-th transmitter

1 ®is the bias between closlof transmitters and receiver, generally unknown

1 cthe speed of light
Thereceiver positiordeterminedby trilaterationif at least fourTOA measurementsre available(or
only 3 if the clock biagin known)using, for example, the Nehinear Least Square algorithifhis is
the technique used in GNEB].
The TDOA technique is equivalent, but theeasurement ighe difference between TOAs from two
different transmiters of the network For this techniquethe synchronizationof the network of
transmittersis still requiredbut the differencein timing between emitters and receivetloes not
have to be estimated anymoreA TDOA measurememibtained from the kh transmitter can be

modeled as following

YOO 0AOlI60AT 6 10AOI60AT O (1.2
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where:

1 "YOO isthe TDOA of the-th transmitter, expressed in meter

1 ipzig the vector oftoordinates of the receiver

1 g0 aiithe vector of coordinates of thetk transmitter

1 g0 aiisthe vector of coordinates of the transmitter taken in reference to compute TDOA
Then the receiver position is determined by midtieration, at the intersection of several
hyperboloidsdepending on TDOA measuremerifs3 TDOAneasurementgi.e. 4 emittersincluding
reference transmittey.
TOA and TDO#ositioning technique allow the best precision, but it requires a precise
synchponization of emitter (1 pus error = 300 meteesror) and it is sensitive to multipathindeed
multipathes result of reflection of the signal owbstacles around the receiver, that travel a longer
distance than the direct signalefore reaching the receiveihus they may induce important error
and the TOA or the TDOA measuremespecially in urban and indoor environments. In addition, in
thoseenvironment and more especially when consideriegestrial networks, the direct signal may
even be absentThisinduce an even more important error, generally called +#ioe of sight error
According to[19] this errorcan be modeled as a uniformly distributdéstancecomprisedbetween
24.4 and 244 metersor, according tg20] an error constrained between Om and 18t and with a

standard deviation of 409m.

Examples of SoO using TOA or TDOA technigques are

1 UMTS signals using TDOA technique permit to reach a positioning mean error comprised
between 10 meters (rural environment) and 150 meters (urbawironmen) [13].

9 ATSC signal (DTV standard used in north America) allows a positioning mean error from 4
meters (outdoor in direct sight of the Tamitters) to 30 meters (indo921]. However this
solution uses a reference station to deal with the reymchronizatiorof TVemitters.

1.1.1.4 Angle of arrival (AOA)

The measurement of angle of arrival is perforntbdnks to an antenna arrayWith at least two
measures, a position of the receiver can be computed. The AOA measurement is almost always done
by the base stations (B&n antenna array is easier to install in a BS that in the mobile receiver). In
theory such a technigue can be used with any radio signal but it requires a specific architecture of
the BS or the receiver (presence of antenna array). In addition this techrsquery sensitive to

NLOS propagation, since it requires the reception of the LOS signal to obtain a correct estimation of
the AOA.

In practice, an accuracy of about 100 meters can be reaf2#jd
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1.1.2 Choice of OFDM modulation and of the DVB-T standard

Among allpossible available SoO, this thesis fesrsn the popular Orthogonal Frequency Division
Multiplexing Modulation (OFDM). The specific reasons to explore the OFDM modulation capability
for positioning are multiple:

1 OFDM modulation has been chosen by a langenber of modern telecommunication and
audio/video broadcast standards (Wi, WiMAX, DAB,-DMB, DVBI/H/SH, ISDB ~ [ ¢ 9 X0 @
This preeminence of OFDWased signals makes them evident candidates to be used as
signatof-opportunity for ranging applicationand good candidates for nav/com services.

1 OFDM timing and frequency acquisition is very simple and quick thanks to the presence of a
specific redundant component of the OFDM signal caledCyclidPrefix contrary to GNSS
where aheavysearch in the 2@ime/frequencyspaceis necessary.

1 OFDM signal includes pilot symbols that aBmemputing correlations between the received
signal and a receivegenerated local replica, thus creating the grounds for precise
synchronizationgimilarly toGNSS).

1 The rolustness of OFDM against multipath authorizes operation in Skrgiguency
Networks (SFNs). A SFN is a network where all the emitters send the same signal at the same
frequency in a synchronized way (usually based on GPS time and frequency). A SFN can be
very useful to extend the coverage of an emitter to isolated/masked areas without requiring
additional frequency. From a positioning pokatf-view, a SFN is also extremely interesting
because it allows tracking multiple signals coming from several synzktbeimitters on the
same frequency (only 1 tuner required). This synchronization of the emitteisostrength
to useTOA/TDOA positioning technique

To assess the performance of a positionBgO basedsolution using the OFDM modulation, a
particular sgnal using this modulation had to be targeted. Thus, the choice of the Eurcpeaard

for digital television,called Digital Video Broadcastiigrrestrial (DVH), has been made fothe
reasons exposed below. In addition, even if it is not the bestickte for an operational system
(particularly it generally has a low emitter density), it can be seen as a potential complement to
GNS%hased positioning (DVB emitters aresometimessynchronized with GPS time). It is also
particularlyadapted fortestingan OFDMbased ranging:

1 The signal definition is very simple (no specific pilot OFDM symbols, classic pilot grid) which
makes the reuse of this work possible for other OFRdded standard.

1 It is already deployed and operational (in France and many atbantries) which allows
tests on real signals, necessamyassesshe performance of the ranging technique.

1 Both MultiFrequency Networks (MFN) and SinglequencyNetwork (SFN) are available,
thus permitting to test two ranging solutions in the bottpgyof networks.

1 Itis a wideband (5 to 8 MHz) and highower signal that could offer promising ranging
accuracy and availability (even indoor).
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1.2 Thesis Obijectives

The general thesis objectivets investigate the potential of the OFDM modulation to be dises a
signatof-opportunity for positioning, in order to assist or complement GNSGriyan and indoor

environments.

Considering the characteristic of the OFDM signal explained in secfidh especially the presence
of apilot component, the TOA/TDOA positioning technique is logically envisaged. Given the choice of
the DVBT standard as a study case, the first objective is obviously to develop a ranging method using

a DVBT signal, comprising acquisition and trackimgdules

In order to prove the potential of the DVBsignaland more generally of the OFDBib&sed signals)

to provide a precise ranging estimation, the second objective is to theoretically derive the
performance of the acquisition and of tracking,an AWGNchannel. For that the mathematical
modek governing the ranging metholdaveto be derived Of coursethe theoretical results haveo

be validatedby simulatiors.

The third thesis objective is to assess the performancéefranging method in a real emgnment
For that a test bench is designed and developed (including hardware and software). This test bench
must permit to record DVB signal in real environments (indoor and urban), must provide a

reference position and must be portable.

1.3 Thesis Contribut ions

In collaboration with aather PhD student23], a ranging method using DMBsignal has been
developed.This includescquisition and tracking algorithms adapted to terrestrial mutid single

frequency networks.

A theoretical analysis of acgition and tracking performance in Gaussian channak done. This
includes, for the acquisition algorithm, the definition of the detection probability as a function of SNR
given a false alarm probability. For the tracking, the expression of the standard devadtithe
tracking error and the expression dfie trackingthreshold have been derived theoretically and

validated by simulation.

A flexible test bench, permitting TV signal recording on two reception chains (allowing antenna

diversity operatios), synchonized of GPS time and providing a reference position has been
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developed.Multiple test field campaigns were done in variogisvironments and in two emitter's

configurations (MFN and SFN).

All the recorded signals were pegstocessed using a developed+Cprogram implementing the
conceived ranging method, with different processing parameters, in order to give a final tracking
performance andconclude on the feasibility af positioning solution using SoO based on the ODFM

modulation.

Thethesiscontributions havebeen published in three communications in international conference
[24¢26] and in a technical article dfsideGNSS magaziri27]. In addition, thisPhDhas contributel
to one publication in an interrtinal journal [28], to three communiations in international

conference[29¢31] andto one technical article dhside GNSS magazii32].

1.4 Thesis Outline

Chapter2 describes the OFDM modulation, the mathematical model of an OFxdded signal and
the impact of transmission and receiver impairments in the OFDM demodulation. It also presents the
DVBT standard, including signal parameters and pilot structure, and describes the algorithms of a

classical DB receiver that have studied and implemented foistthesis.

Chapter 3 introduces the background of the ranging method using BVBignal. This includes a
presentation of specificities of terrestrial propagation channels and the description of the acquisition
and tracking aorithms. It alsgpresentsthe theoretical analysis of the performance of acquisition

and tracking.

Chapter4 describes the designed test bench including the hardware part and the software part. It

also preserdits validation

Chapterl deals with the results of tests on real signal using a-D\éitter synchronized on GPS
time, in urban and indoor environment. For the urban test two reception antennas are used and the
tracking error isanalyzedfor severaltrackingconfiguration Two novel methods$o improve tracking

performance are proposedrom the observation othe test on real signals.

Chapter6 presens the results of tests on real signal using two BVBmiters in singlefrequency

network in suburban and urban areda&he TDOA error is presented in baises
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Chapterl proposes a conclusion and soipessible continuationsf this work
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2 The Orthogonal Frequency Division Multipl exing
(OFDM) Modulation and the ETSI DVB-T Standard

This chaptedescribesthe OFDM modulatiojthe DVBT standard ana@lgorithms of a classical DMB

receiver
2.1 Orthogonal Frequency Division Multiplexing

2.1.1 OFDM Principle

The concept of OFDNB3] consists in trasmitting in paralleld complex data symbols ovai
orthogonal narrowband subcarriers (1 subcarrier carries 1 symbol). The width of these subcarriers is
chosen narrow enough so that the channel frequency response can be considered as flat over the
subcarier bandwidth. The consequence is that channel equalization becomes very simple even in
case of dense multipath environment. Thanks to the orthogonality of the subcarriers, their spectra
can overlap without interfering with each other, allowing an exctllspectral efficiency and no
Inter-Carrier Interference (ICI) when the receiver is synchronized.
An OFDM symbol is obtained by passingitheomplex data symbols through an inveifSast Fourier
Transform (iFFT) operator, as depicted in @d4l). The useful part of the OFDM symbol is thus
composed of) samplesTo take advantage of the FRIGorithmO is generallichosenasa power of
two.
[ ooy & 03 QAo V  EGE: 0 p 2.1)

where:

¢ is the sample time index,

N is the subcarrier inde

1

1

f Qs the OFDM symbol number,

1 Q is the complex data symbol carried by théhpsubcarrier and
1

i is the nth sample of the ¥h OFDM symbol.
Conversely, the demodulation of an OFDM symbol is performed by a direct FFT. In absence of

impairments due to transmission and supposing a perfect synchronization of the receiver, this

demodulation operation permits to directly recover the transmitted symbols as shown {i2.2Qg.
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Additionally, a guard interval af samples is inserted before the useful parttbé OFDM symbol

in order to avoid InteiSymbol Interference (ISI). Most tbfe time, this guardnterval is a replica of

the lastb  samples of the OFDM symbol and is then referred to as Cyclic Prefix (CP). By doing so,
any demodulation of the OFDM symbol that is done withyasample FFT starting in the CP will only
result in a phase rotadin of each subcarrier proportional to its frequency, thus easily equalized. Thus,

a complete OFDM symbisd composedf0 0 samples. The expression of the transmitted signal

i on Eq.2.1) can be extended to inatle the definition of the CP:
L NE . .
03 ’QAQEQ“% EOB & 0 p 2.3)

As it can be seen on Hg-3), the samples belaging to the cyclic Prefix are represented by negative
indexes and:

(i i E¥E O BHRp (2.4)

To illustrate the OFDM principlEBjgure2.1 shows an OFDM transmission block diagram.
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Figure2.1: OFDM transmission block diagr
The demodulatioroperation described in Eq2.2) supposes that the received signal is equal te th
transmitted signal. Unfortunately, in real world, the transmitted signal is affected by the propagation
channel andby thereceiver imperfections. The impact of these impairments is presented in the next

section.

2.1.2 Impact of the transmission chain on the received OFDM signal

The received signal is affected by multiple impairments due to channel propagation (frequency

aSt SOGAAGEeET GAYS RAALISNBAGAGEITZ LINBLI IFGAR2Y RS
(mismatch between emitter and receiver locallbd £ f 2 NAR | yR al YL Ay3 Of 20
understand the OFDM principle and the related receiver algorithms it is important to analysis the

impact of each one of these impairments on the demodulation performance. Thus, in the following
subsectionsthe impact of each source of ersown the demodulated symbols is analyzed, supposing

that the other sources are null.

2.1.2.1 Impact of timing offset
To recover properly the transmitted symkal, the FFT windows has to start just after the CP, on the
first useful sample of the OFDM symbol. téke the timing offset of the position of the FFT windows
compared to its ideal position, that is to say the first sample after the CP (see illustration of the
timing offset onFigure2.2). The value of the timing offsét is dimensionless, normalized by the
sampling period. The timing offsétis defined positive when the FFT windows is in the cyclic prefix,
in order to have a correspondence in the variation of the timing offset aedotopagation delay (i.e.

when the propagation delay augments, the timing offset augments).
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Toanalyzethe impact of the timing offset, two cases have to be considered, as illustrated-@ure
2.3
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gAYR264a adFNI Ay (GKS aab¥S T12ySé¢ (GKS Ce¢¢ 2LISNI G
YFGKSYFGAOIE SELINBaaiAzy 22HRHKS aal¥S 12yS¢ A& LN

¢tKS SELINB&aarzy 2F (GKS RSY2RdzZ I 1SR &devyoz2ta 6KSy
Eq.(2.6) [34].

Q QAQDE“K (2.6)

Thus, accordingto ER6)>: ¢ KSy (G(KS GAYAy3d 2FFasSi Aa &adzOK GKLF
I 2 y S¢ Zh dénfodulatd subcarrier is rotated by a phase depending on the timing offset and the
subcarrier number. However, weill see later that this phaseould be corrected by channel

equalization.

CC¢ aGFENI& Ay GKS aL{L T2yS¢y

Ly GKS aL{L 12yS¢ {ntrButiod ©fttwoicdngeBufivé ORD® \symbdisy Bhe O 2

YFGKSYFGAOFE SELINB&aaAzy 2R7GKS aL{L T12yS¢& A& LINE
t e 2.7

2 KSy (GKS GAYAYy3 2FFaSih A Symbolis aifetéd by 3 differen efeft§ ¢ = |

that induce a SNR degradatiahthe FFT output
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1 an attenuation of the magjtude d the demodulated symbol, since in the FFT windmme
samples do not belong to the desired OFDM symbol and so do not represent useful power,

1 an apparition of ISI, due to the presence in the FFT windows of samples coming from the
previous or the ext OFDM symbol and,

9 an apparition of ICI, resulting from a loss of orthogonality due to an FFT not made on the
whole OFDM symbol.

According tq[35], if the timing offsett is small compared to the FFT sizgethe attenuation of the
expected demodulated symbds negligible anthe power of the ICI and I1S4r an unitary power of

the useful signal  1Q4, is:

- 0 0
i S (28)
0 0
where
. OIPE ¥E Tt . .
T 0 & 0 GEVE represents the number of samples in the FFT windows that are

belonging to the previous or the next OFDM symbol, and
&@fs the largest previous integer Gf

The power of the noise induced by a FTT window tnispDSR Ay GKS aL{L 12ySé¢zx
timing offset, is showed ofFigure2.4. The power of the useful signal is supposed unitary (
mQg, 0 1 1 wapd the simulated results are obtained over 200 OFDM symbols. &hétg,
aK2gy F2NJ I LRaAGAGBS GAYAYy3 2FFaSix 62ddZ R 0SS &AY

-10

O Simulation

5 Theory E,E—E—E"E'E—E_EA}E—E—E

Noise power (dBW)
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Sucha noise power can be very problematic. For example, in a DTV system using ties2¥iBard,
for which the required SNR for receive TV is around 15 dB, an additional nel$edBW on a useful
aAdylrt gAGK | n R.2 LRoSNBSRAZ2Fiznl AGNXNYRBAZ2TFE
degradation of 3 dB.
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reduced because dhe spreadingof the previous symbol in the CP. This case will be studied more in

detail in the subsectio2.1.2.4

2.1.2.2 Impact of carrier frequency offset (CFO)
Due to Doppler effect and the difference between toedl oscillator frequencies of transmitter and
receiver, the baseband received signal is modulated by a residual frequency ¢ffsEhen the
complex envelop of the received baseband signal is:
io i 0Ag®@ Qo (2.9

The CFO, denotest his defined as the residual frequency off$& normalizel by the subcarrier
spacing as expressed on @dL0).

> QY QY O (2.10)
where:

1 “Y is the duration of the useful part of an OFDM $oh(i.e. CRexcluded)
T °Y isthe sampling period

To study its impact on the demodulation, the C&+Qcan be decomposed in a fractional component
1 and an integer component , as defined in E¢2.11).

3 1 NEDOER mm AT fvs (2.12)

Impact of integer CFO

In this casg is supposed null. After performing standard manipulation, it can be sH8&hthat
the presence of integer CFO results in a shift of the index of the modulated symRolaog in a
phase rotation of the modulated symbol depending on the OFDM symbol index:
Q Q Aoty Q — (2.12)

where:

T nn n n aéQ

T 0 0 0 thenumberofsamples inthe whole OFDM yylbol (including CP)
Thus, in order to recover the transmitted symtl, the integer CFO has to be estimated and its
impact has to be corrected, but since itsedonot induce additional noise on the demodulated
symbol, this estimation and correction can be done after theddfifodulationblock.

Impact of fractional CFO
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In this case) is supposed null. After performing standard manipulation, it can be sH8@nthat
the presence of fractional CFO results in a attenuation and phase rotation of the modulated symbol

depending on the OFDM symbol index and in an additional noise referred to as ICI :
0

OE“A ~ ” N _ I
OFl agmr 2P Agm 0% o810 01
AN § 0 (2.13)

[36] gives an expression of the power th@l term for small value of the fractiomaFO:

5 (2.14)
)

TheFigure2.5 represents the ICI power in presence of small fractional CFO. The power of the useful

signal is supposed unitarp ( TQ§, 0 T T wapd the simulated results are obtained over 200
OFDM symbols.

1
=

|

=l
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O
O

Noise power (dBW)

30} O Simulation \ /
Theory

_35 ) )
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CFO (dimensionless)

Figure2.5: Noise power due to fractional CRD ( Q6 @ 1 19
As it can be seen on the previopiot that fracional CFO carring an important noise on the
demodulated symbols. Consequentthie estimation and correction of the fractional CFO has to be
done before demodulation (i.e. before the FFT operation), that is to say on the raw signal just after
the ADC.

To sum up, the presence of Carrier Frequency Offset on the recsigedl results in two principal

impairments:

1 Integer CFOshift of the modulated symbol index. No additional noise on the demodulated
symbol. Estimation and correction after demodulatiae @ossible.
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9 Fractional CFO:Additional noise on the demodulated symbol. Estimation and correction
before demodulation are necessary.

2.1.2.3 Impact of sampling clock offset (SCO)
The sampling clock offset (SCO), dendgted , is due to Doppler effect and ismatch between
emitter and receiver sampling clock frequencies. It is often expressed in part per million (ppm) such
as 1 ppm corresponds to a drift of 1 ps/s between the ideal and the receiver sampling clocks. Its

mathematical expression is:

1 - (2.15)

where:

1 “Y isthe ideal sampling period to correctly demodulate the received signal and
1 Y | isthe real sampling perioof the receiver
The effect of SCO is quite similar to fractional CFO with the difference that the impairment depends
on thesubcarrierindexr) [34]:
OEd

... U p. .. 0 o~
Agfr ——n Ao 0 =i 0810 M ;44

Again similarly to the fractional CFO case the expression on the ICI power induced b{88[CO is

5 N (2.17)
(6)

What is important in Eq2.13) is that the ICI power is proportional to the square of the subcarrier
indexn. Consequently, systems with a largumber of subcarrier will be more vulnerable to SCO.
However, the value of the SCO is often small enough to limit the ICI power. As an illustigtiom
2.6 shows the ICI power as a function of the subcarrier index for SCOpFmM and 50 ppm (classical

values for quartz oscillator§r 100 independent realizationsn this examplé T T W@
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Figure2.6: Noise power due to SCO as a function of subcarrier index tQé @0 T 1 ¢

The power of additional noise on demodulated symbols due to SCO is limited and as a consequence

its estimation can be done after the demodulation block.

2.1.2.4  Impact of multipath channel

The impulse respons@0 of a multipath channel can be modeled as:
Q0 7 0 1Y (2.18)

where:

1 0is the number of multipath,
1 | isthe complex attenuation of theth multipath and
1 1 isthe delay, relative to the sample period, of thi Imultipath.

Thus the received signal is:

io {06200 (2.19)

The introduction of the multipath channel results in two distinct phenomena, time dispersivity and
frequency selectivity, which have each different impact on demodulation.

Time dispersivity

The time disperdA &8 AYLX AS& GKIFIG Fy hC5a aédvyozf a2@SNF
| 2yaSljdSyiate GKS aar¥S 12y S¢ 2 7FFigukly. Thiddiagrsmd 2 T T a
illustrates also the necessity to have a size of théo@fer than the maximum delay of the multipath

channel, in order to have a safe zone sufficiently big compared to the precision of the timing
synchronization algorithm. As long as the timing offset is kept in the safe zone, no noise is added on

the demodubted symbols.
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Figure2.7: lllustration of time dispersivity due to multipath channel

Freqguency selectivity

Let 'O "Q be the frequency response of the multipath channel. It is the Fourier transform of the

channel impulse respons@0 and consequently its expression is:

0'Q | Ag®@ (2.20)

where:

1 Qs normalized by the sample frequené®( "Q Y )
With basic manipulatior{34], it can be shown that the expression of demodulated symbol in
presence of multipath channel is:

Q 00 (2.21)

where:

1 O channel frequency response over thatpsubcarrier of the kh OFDM symbol
According to Eg(2.21), in presence of multipath channel, the demoduldtsymbols is equal to the
transmitted one multiplied by a complex factor which is the frequency response of the channel over
the subcarrier carrying this symbolEaus, to recover the transmitted symbol this complex factor has
to be estimated. As explained section2.3.5 it is very easy to do using pilot symbols which value is

known by the receiver.
2.2 Digital Video Broadcasting z Terrestrial (DVB -T)

2.2.1 Presentation of DVB -T

The DVBI'[37] is a European standard for digital T\0&dcasting to fixed receivers in the VHF and
UHF bands and is based on OFDM modulation-iB¥Bandield) and DVESH (Satellitéo-Hancheld)
standards, both based on DMB target mobile TV receivers and other potential frequency bands.
These standards def@ several modes which depend on three parameters: the FFTUsjizth€ ratio
between the Cyclic Prefix length and the useful OFDM symbol lefigth (§ 70) and the
sampling period Y ). Table 2.1 shows diffeent possible values defined in the DVBH/SH
standards for eacparameter

Table2.1: DVBX mode paramete
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Parameters Possible values

DVBT DVBH DVBSH
4 2048 and 8192 2048, 4096 and 8192| 1024 22‘;342‘096 and
F 1/32, 1/16, 1/8, 1/4 1/32, 1/16, 1/8, 1/4 1/32, 1/16, 1/8, 1/4
J ws) 7/64, 1/8, 7/48 and 7/64, 1/8, 7/48 and 7/64, 1/8, 7/48, 7/40
Tv+o 7/40 7140 and 35/64

Additionalparameters can béerived from the FFT size and the sanpling periodY

the transmission mode equivalent to the FFT size and the approximate bandwidth equivalent to the

sampling periodTheir values are given Trable2.2.

Table2.2: Correspondence between FFT size and sampling period and their eqt

FFT siz¢ Transmission mode
1024 1K
2048 2K
4096 4K
8192 8K

2.2.2 DVB-T subcarrier types

Sampling Period (us| Approximate bandwidth
7/64 8Mhz
1/8 7TMHz
7/48 6MHz
7/40 5Mhz
35/64 1.7Mhz

TheO subcarriers of an OFDM symliwve different natures. They are:

Null subcarriers:

Null subcarriers are situated on the edges of the signal spectrum and have a zero value. They serve as
guard bands to avoid owdf-band emissions of the OFDM signal. Thenber of null subcarriers,
noted 0 , depends on the transmission mode. Null subcarrines distributed in the lower band on

the 0 j i « first subcarriers and in the upper band on thieg p p fast subcarriers, as detailed in

Table2.3.

Table2.3: Number of null subcarrie

Transmission! Number of null | Number of null subcarriers Number of null subcarriers
mode subcarriers! in the lower bandd! ; § « 4 in the upper bandd g p 4
1K 171 86 85
2K 343 172 171
4K 687 344 343
8K 1375 688 687
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Data subcarriers:

Data subcarriers carry the useful information. In the case of-DMBe useful information is the TV

broadcast (MPE@ multiplex) interleaved andoded to improve its robustness. The data bits are
mapped on 7 possible constellations detailedTable2.4. The amplitude of the data subcarriers is
normalized so their average power is unitary. The normalization factor, diffdoe each type of

constellation, is also given drable2.4.

Table2.4: Possible mapping constellations and their normalization f

Constellation name | Constellation points ¢ = Normalization factor
QPSK tha v plp pi Vic
16-QAM tEha N oh plplo pj Vip Tt

Nonruniform 16QAM g v th ckth pj I T

Nortuniform 16QAM g v oh thip pj Mu ¢
64-QAM gl v xh vh oh plplofuly pj Uit ¢

Nonuniform 64QAM| &R v yh ¢h th cltffphp pj Vip Tt

Norruniform 64QAM | ¢ v p fi yh oh Thiphup m pj Vip Tt Y

Transmission Parameter Signaling (TPS) subcatrriers:

TPS subcarriers carry information about the transmission such as data constellation maratesde
GNIyavyrAaarzy VY2RST /t fSy3adkKx ! O2YLX SiGS
transmitted over 68 consecutive OFDM symbols, one TPS bit by OFDM symbol, using a differential

¢t {

BPSK modulation. Each TPS bit, is transmitted redundantly (bver subcarriers of the OFDM
symbol, such as every TPS subcarrier transmits the same differentially encoded TPS bit. The
differential BPSK modulation is initialized according the value of a PRBS sequence (&2@)Eqt

each beginning of a TPS message. The valle ofdepends on the transmission mode, as detailed

on Table2.5.
Table2.5: Number of TPS subcarrier for each transmission
Transmission modg Number of TPS subcarrierd § ),
1K 7
2K 17
4K 34
8K 68

Pilot subcarriers:

Pilot subcarriers have values known by the receiver and are useful for several synchronization

processes necessary to demodulate correctly an OFDM dyribe pilot subcarrierare BPSK
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modulated and are transmitted with a boosted amplitude by a 4/3 factor. In an OFDM symbol several
subcarriers are carrying a pilsymboland their value arederived from a Pseud®andom Binary

Sequence (PRB%) defined in the DVB standard, as shown on E.22).
. T . -
Q 5P O By (222

where:

1 Vv isthe set of index of pilot subcarriersthe kth OFDM symbol
f 0 N 7ip is th pth element of the PRBS. The polynomial generator of this PRBS is :

@ O p
1 0 § i xisd&he number of null subcarriers in the lower band

The pilot index se¥ is decomposed in 2 subsets:

9 Scatered pilotset,V , in which pilots are regularly spaced but whose positions differs from
an OFDM symbol to another according to the E23). This configuration leads to 4
different patterns of scattered pilot indexashich are repeated every 4 OFDM symbols (i.e.
the OFDM symbdhand the OFDM symbdD 1 have the same pattern of scattered pilots

indexes).
Y AN Ofixliol oo 0 Qpi T A p O sp@Mra (223
1 Continuous pilotset,V , in which pilots are not regularly space, but at a fix position from an
OFDM symbol to another. Thmositions of continuous pilot subcarriers adefined in the

standard.
Figure 2.8 shows an illustration of scattered and continuous pilots drable 2.6 gives for each

transmission mode the number of continuous and scattered pilot subcarriers per OFDM symbol.

@® Continuous pilots
® Scattered pilots
O Data& TPS

®00000000000e00@000 00000008 0@®@000000000Ce
0000000000000 0e000 00000000 0®@000000000Ce
®00000000000000@00e O80000000@®@000Ce00000e
®00000000e00000@000 :::: OO00e0000@000000e00e
0000000000080 0@®000 : 0000000 0@000000000e
0008000000000 00C®0C00 = 000000000 @@O00000000®
@00000800000000®00e:
®@00000000e00000®000:
®0000000000080C0®000:
0080000000000 0e000 it 000000000 ®@e00000000e

Time (OFDM symlis)

Frequency (subcarriers index)

Figure2.8: Pilot organization
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Table2.6: Number of scattered and continuous pilot subcar

. Number of scattered | Number of continuous
Transmission mode : ) ) )
pilot subcarriers pilot subcarriers
1K 71 25
2K 142 45
4K 284 89
8K 568 177

Figure2.9 shows the four type of subcarrier in the complex plan.

2000 ® ] T o [
1500 - i
1000 - i
TPS carrier symbols —L . . o . ]
. )
Boosted pilot symbols — s Le)
-500 i
Data symbols o .
000 i
. -15 4
Null sub-carriers ———
-2000 ® [ 1
-3000 1000 2000 3000

2.2.3 DVB-T in France

Figure2.9: Different natures of subcarrief30]

In France whre the real signal tests were done, the DVI& the standard chosen by the authorities

for the national terrestrial digital televisioriThe deployment begain 2005 and is today fully

operational in almost all the countrifheparameters retained for th&rench DVHE arepresented in

Table2.7.
Table2.7: DVBT parameters in Fran
Mode ¢ FFT size 8K-8192
ApprOX|mat.e band_W|dth 8Mhzc 7/64 s
¢ Sampling period
CPratio 1/8
Data symbols
constellation 64-QAM
Possible central PR -
frequencies in UHF band © X& KT Q cpdlaKl Qqa
where:

T O ¢ pB lp wis the channel number
1 "Quxsp ©dp @ ¥ | d spectrum protection offset
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In addition the two possible types ofetwork, MultiFrequency Network and Single Frequency
Network, are available. For the SFN, the configuration is ofteraia regional emitterwith multiple
local emitters for fill hole in the coverage of the principal emitter, even if some small SFNs with

emitters having similar emitting powers also exist.

2.3 Algorithms of a DVB -T receiver

As explained on sectior2.1.2 several impairments introduced by the transmission chain
(propagation channel and receiver impections) have to be estimated and corrected by the receiver

in order to properly demodulate the received signal. Depending on the nature of the received signal,
a large number of estimation and correction algorithms are available and even for a sameftype
signal several algorithms are possible. Instead of giving an exhaustive list of all existing algorithms
used in an OFDM receiver, this section intends to describe only the algorithms chosen for the
developed DVHE software receiver and even if some tbese algorithms can be used for other
OFDM signal they mainly concern BV.B

The estimation performance of each algorithm using a simulated DsiBnabkre provided heravith

the following parameters:

Table2.8: DVBT parameters used for the performance st

FFT sizeTransmission mode 4096- 4K
Sampling Period

Approximate Bandwidth

Cyclic Prefix ratio 1/8

Constellation 16-QAM

7164 us- 8 MHz

2.3.1 Timing offset and fractional CFO estimation

Estimation

Asexplained in sectio.1.2.], the estimation of the timing offset and of the fractional CFO has to be
done before the demodulation FFT, on the received samples. The chosen algorithm, is based on the
Van de Beek algorithfi38] which takes advantage of the redundancy between the CP and the end of
the OFDM symbols to determine the timing offset and the fractional CFO. The metric used to

estimate those 2 parameteis:
i1t RN o op (2.24)

with:

1 1 the nth the received sample
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According to[38], the estimate of the timing offsettind the estimate of the fractional CFO are
presented on Eq2.25) and Eq(2.26).
THUAOCA @ & s (2.25)

1 gl- y 3+ 16U (2.26)

Furthermore, in order to improve the estimation performance, an averaged metric, described on Eq.
(2.27), can be used instead of the metric of Ef.24) by averagig it over consecutive OFDM

symbols.
r p I3 22
¥ a4 ¥ a (2.27)

whered,

1 ¥ d ya

M O is the number of averageahetric
Figure2.10 and Figure2.11 showthe stardard deviation of the estimatetiming offset and fractional
CFO as a function of SNR for 2 averaging summation number values (1 and 10). The DVB
parameters ofTable2.8 are used. The timing offset estimation is valid for SNR abéwiB for 1
summation and10 dB for 10 summations. For these SNR the standard deviation of the timing offset
estimation error is about 30 samples. In thimeowhere the timing offset estimation is valid, the
standard deviation of the estimated fractional CFO is alibQf, whichcorresponds, according the

signal parameters, to a value of 22 Hz.

= =)
é’ 200 r - S v
o \ 1 summatiqn § 0.3 1 summation
g 150 10 summations = 0.95 e 10 summations
o =
S \
% \ \ g 0.2\
? 100 2 \ N\
; 2 0.15 \
2 g 0.1 \ \
el U\
= \\ 20.05 \_ "
p— — m ——
g 15 -10 5 0 s -15 -10 5 0
w SNR 5 SNR
Figure2.10: Sandard deviation of the timing  Figure2.11: Standard deviation of the fractiona
offset estimation as a function of SNR for 2 CFO estimation as a function of SNR for 2
summation numbers summation numbers
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Correction
Thanks to the value of the estimated timing offdetthe FFT can be computed on samples belonging
to a same OFDM symbol. In addition, the estimated timing offset is shifted by a nfargin to
position the start of the FFT wdow inside the cyclic prefix and thus avoid I$lusTtiming offset
estimator becanes:

tHUAOCA@ a s t (2.29)
The phase rotation induced on the demodulated symbpthis shift of the FFT windows bf

samples, is compensatad frequency domaitin the following way (see E(2.6)):

. T
Q 00V n 8\ @ " Tn (2.29
where:
1 1 isthe Nsized vector of received samples on which is applied the FFT,
1 Q is the pth demodulated symbol of the-th OFDM symbol and
7 f is the FFT window marginslvalue is arbitrary and set to—.

Then, thanks to the value of the estimated CFO, the frequency offset is directly corrected by

multiplying the received sampldxy the appropriate complex exponential.

2.3.2 Integer CFO estimation

Estimation
As exphined in the sectio2.1.2.2 the effect ofaninteger CFO is a circular permutation of indexes of
demodulated symbols. The algorithusedin the DVBT software receiver t@stimate the integer
CFO, compares several permutatios of continuous pilot subcarrier indexes and keeghe
permutation thatyieldsthe maximum value of the metric of EQ.30).

o0 Q Q (2.30)

Ny

where

T 1 "Q denotesthe value af "Omodulov
1 Vv the continuous shcarrier index set

The product of 2 consecutive OFDM symbols is used to mitigate the effect of the channel (which is
consideredasstable over 2 consecutive symbols)

Thus the estimate of the integer part of the CFO is:
"Q AJCADQs (2.31)
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Here again the metric can be averaged over several consecutive symbols to improve estimation

performance by reducing noise.

Figure2.12 shows the estimation error ratesaa function of SNR for 2 averaging summation number
values (1 and 10). The DV'Bbarameters of able2.8 are used. For 1 summation and above a SNR of

about-5 dB, the error rate is quasi null. For 10 summations the SNR threshaiddut-10 dB.

1 [
1 summation
0.8 10 summations| |
o 0.6
o
5 \
w 0.4 \
0.2
0 \—
-15 -10 -5 0

SNR (dB)

Figure2.12: Error rate of the integer CFO estimation as a function of SNR for two summation r
values

Correction
The effect of integer CFO is corrected in the same way that in tieédnal CFO case, by multiplying

the received samples by a complex exponential at the appropriate frequency.

2.3.3 Scattered sequence identification

As explained in sectiah2.], there are 4 possible patterns of stexed pilot indexes, repeating every

4 OFDM symbols. Thus, to use the scattered pilots it is necessary to estimate which one of the 4
possible patterns is used by the current OFDM symbol. The algorithm that estimates the scattered
pilot pattern id. exploits this redundancy of the pattern, by looking for the similitude between 2
OFDM symbols spaced by 4, over the subcarriers of the 4 possible scattered pilot patterns.

Mathematically the metric used in this algorithm is:
Y Q 0 R ripitio (232

Ny
where:

1 V isthe mth scattered pilot pattern and
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&~ ripltho the 4 possible scattered pilot pattern numbers
Thus, the estimate of the scattered pilot pattern number (between the 4 possible values) is:
a AJGA®a s (2.33)

Here again, the metric can be averaged over several consecutive QiyBikols to improve

estimation performance by reducing noise.

Figure2.13 shows the estimation error rate as a function of SNR for 2 averaging summation number
values (1 and 10). The D\IBpbarameters oTable2.8 are used. For 1 summation and above a SNR of

about-7 dB, the error rate is quasi null. For 10 summations the SNR threshold is-hpalB.

0.7 -
1 summation

0.6 10 summations| |

0.5

0.4 \

0.3 \

0.2 \
0.1 \
0 ¥>¥
15 -10 -5 0
SNR (dB)

Error rate

Figure2.13: Errorrate of the scattered sequence nunlgstimation as a function of SNR for tw«
summation number values

2.3.4 Joint SCO and residual CFO estimation

The residual CFO that remains after estimation and correction of fractional CFO thanks to Van de
Beek algorithm (see sectidh3.1) and the SCO can be estimated in a joint algorithm.

Estimation

This algorithm, presented i34], computes the phase difference between the demodulated symbols

over the continuous pilot subcarriers of 2 consecutive OFDM symbols. This phase défisten
— Fy3esSan (2.39)
where:

1 — denotes the phase difference between thelpsubcarrier of the #h OFDM symbol and
the p-th subcarrier of the k+th OFDM symbol
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If we suppose that the channel frequency response is stable over 2 consecutive OFDM symbols, the
phase difference observed on the continuous pilot subcarrier (whose value is the same from an
OFDM symbol to another) only depends on values of resi@iFO and SCO. Thus according to the
effect of the fractional CFO and SCO on demodulated subcarrier presented on s@cti@gn@and

2.1.2.3 theestimates of SCO and residual CFO can be @utaist

1 _ O P Pl (2.35)
¢ u UL R —
1 “,,;,,P‘] — (2.36)
¢“0 O
where:

1 Pum By —8&

T P B.y —

7 == By N

T[ | B Ny h
I V the continuous subcarrier index set

Here again, the metric of E§2.34) can be averged over several consecutive OFDM symbols to

improve estimation performance by reducing noise.

Figure2.14 and Figure2.15 show the mean values of the estimates of SCO and fractional CFO as a
function of SNR for 2 averaging summation number values (1 and 10). Th& paBmeters oTable

2.8 are used. In this example the CFO value is 0.01 and the SCO value is 10 ppm. From these figures it
is clear that the joinestimation of CFO and SCO is only valid for SNR above about 0 dB whatever the
number of summations. For lower SNR the metric of(E84) is too noisy and do not permit a good

estimation of CFO and SCO.
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Figure2.14:Mean value of CFO estimate as ¢ Figure2.15: Mean value of SCO estimate as
function of SNR for 2 summation numbers function of SNR for 2 summationmbers

Figure2.16 and Figure2.17 show the standard deviation of the estimates of SCO and fractional CFO

for SNR in the valid range (above 0 dB) and for 2 averaging summation number values (1 amed 10). T
estimation of the CFO is quite precise and better than the estimation made with the C&e(dima

2.3.1). The estimation of SCO is not as good at 0 dB (classical encountered SCO are around 10 ppm)
but for higher SNR it ibetter. In both case, the use of summation imprev&@gnificantly the

parameters estimation.
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Figure2.17: Standard deviation of SCO estimate

Figure2.16:Standard deviation of CFO estimatt _ _
a function of SNR for 2 summation numbers

a function of SNR for 2 summation number:

Correction

The effect of residual CFO is correctedtlas fractional CFO, by multiplication of the received
samples by the approfate complex exponential.

The effect of SCO is corrected by interpolating the received sampled at the corrected sampling period

in two steps:oversampling by zerpadded FFT and interpolation at the corrected time vector.
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2.3.5 Channel frequency response estimat ion

Estimation

The channel estimation technique used in the software receiver is very basic, and is made in 2 steps:
9 estimation of the channel over pilot subcarriers
1 interpolation of this estimation over other subcarridlinear, cubic or spline interpaian)

Let"O be the estimate of the channel over thetlp subcarrier of the kh OFDm symbol. Thus, the

estimate of the channel over pilot subcarriers is:
0 —my -y (2.37)

where:

M V isthe continuous subcarrier index set,
1 V s the scattered subcarrier index set used in tht KFDM symbol,

1 Q is the symbol carried by thefh demodulated subcarrier of theth OFDM symbokat the
FFT output) and

1 Q is the symbol transmitted on the-th subcarrier of the ¥h OFDM symbol. Its value is
known in the case of a pilot subcarrier.

Then theestimate of the channel over other subcarriers is:
O ET O&pPMey v

where:

1 interp is an interpolation function that can be linear, cubic or other.
Figure2.18 shows the root mean square error of channel estimation as a function of SNR for three
interpolation functons (linear, cubic and spline). It can be seen that the three interpolation fursction
have similar pgormance below 30 dB SNihere cubic and spline interpolation become better. In
all cass, to have a good estimation (RMSE>B) the SNR has to be akadlO dB.
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Figure2.18: RMSE of channel estimation as a function of
Correction
To perform the channel equalization, the demodulated symbols are simply multiplied by the
conjugate of theestimated channkas shown on E¢2.38).
Q0 soZFr‘] ey Yy (2.39)
where:
1 Q isthe equalized symbol,

1 Q is the demodulatedymbol &t the FFT output) and
1 'O is the estimated channel frequency response.
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3 Proposed Pseudo-Range Estimation Method using
DVB-T Signals

This chapter concerns the proposed psewdage (PR) estimation method using BVBigna. The
principle of the methodis explained in the first section. A second part presents the results of a
theoretical analysis of the behavior of the PR estimation methaahiAWGN propagation channel,

referred as ideal conditions.

3.1 Background of the method

This sectionpresents the background of the PR estimation method introduced3@j. First, it
describes the urban propagation channel that affects fNd&gnal and presents its specificities in the
context of the PR estimation method by timing measurement. Then, irfdlh@wing parts, the PR
estimation is presented, beginning by a description of the correldtimction computationprocess

and followed by a description of acquisition, tracking and exclusion algorithms. Finally, two

techniques to improve correlation opation are presented.

3.1.1 The Propagation Channel

As explained 23], the urban terrestrial propagation channel is very challenging for a-based
ranging application. Indeed, some particularities of urban propagation channel when terrestrial
emitters are usd such asstrong signal attenuation or a presence of lot of signal replicas with
intensive powewariationare unusual in the traditional positioning application, GNSS. Indeed, even if
urban GNSS navigation can experience difficult multipath conditioissistmothing compared to the
effect of a terrestrial propagation (excepted for low elevation satellite). As pointed of&3j) no
model of an urban propagation channel, adapted to a tipased ranging application, was found in
the literature. Indeed, sinceexisting modelgargets telecommunication applications, they present a
good modeling of the power variation but a modeling of the multipath delay distribution which is not
appropriate for timing measurements.

In [23], exploring the use of a DV&H signabf-opportunity (DVBSH is a standard based on the BVB

T made for handheld devices, in the ZzHzband and using one satellite and several terrestrial
emitters in SFN), an urban propagation channel model, calle@0I[39] and used for the UMTS
mobile cellular échnology, was studied, since UMTS works in the same frequency band thé®HDVB
In this model, the multipath delays are fixed whereas the multipath power is following a Rayleigh

distribution and has a Jakes spectrum. Thus the expression of the channellimpdlse response is:
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where:
Qs the OFDM symbol index
f 'Q t is the channel model impulse response at the time of reception ofte OFDM
symbol
1 L is the number of multipath in the model
| is the amplitude of thexth multipath at the time of reception of théGth OFDM

symbol, generated according to the diagranfajure3.1
1 T is the delayof the &th multipath
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Figure3.1: Multipath amplitude generatic

Unfortunately, the TLRO model, as all the propagation chanmabdels found on literature, is
dedicated to telecommunication and broadcagiplications, uses fix multipath delays, which is not a
good characteristic for ranging based on timing measurement.

To handle this lack of model, previous wdg8] used the output of a measurement campaign
realized by the French Space Agency (CNES) tmotbdze the urban channel for a DB
transmission system. From these parameters, a multipath channel was generated according to the
measured multipath delays and simulated multipath amplitudes following a Rayleigh distribution.
This channel was appli¢d a simulated DViSH signal and the ranging estimatiwasdone on this
semisimulated signal. This work showed very hopeful results with a ranging error standard deviation
of a few tens of meters, and a2 positioning accuracy in the range of 30 torBéters (Standard
deviation) in a middlesized French city, based on 3 emitters (1 satellite + 2 terrestrial emitters). It
appeared during these tests that a significant source of error was coming from the fact that the
direct signal was blocked most of thime.

However, even if the generated signals were based on a real measurement campaign, some

uncertainties still remained on the employed multipath channel becaafshardware constraints
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during the measurement campaign (only six multipakklays estimaied, limited sensitivity) and
doubts on the representativeness of the chosen multipath amplitudes generation.
Thus to confirm the good results obtained in this work, the choicemeadeto performtests on real

signals based on DVB

3.1.2 Mathematical expressi on of the correlation function

The pseudeaange estimation method is based on the computation of a correlation between the
received signal and a local replica, followed by an acquisition and tracking of the peaks of this
correlation function. By doing st is possible to compute a PR measurement mainly composed of
the true distance between emitter and receivethe emitter and receiver clock difference and
multipathes error.

The local replica useth computethe correlation function is only composed of tiseattered pilot
subcarriers (the other subcarriers are set to zero). Since the pilot values are defined in the frequency
domain, the correlation is computed by making the inverse Fourier transform of the product in
frequency domain between the demodulat€dFDM symbol and a pilot OFDM symbol (the local
replica) as illustrated on the diagrameitjure3.2.

As explained in sectio®.2.2, the scattered pilot are present every twelve subcarriers and thexnd

of the first scattered pilot depends on the OFMD symbol number, with a periodicity of 4 OFDM
symbols (OFDM symbdizand™Q 1 have the same scattered pilot distribution).

Local replica (onlgcattered
Scattered pilot |pilots, other subcarriers sebt0)

generation
OFDM symbol . .
ber 1 iDFT ity |——>
Correlation a
H
.| Demodulation |

Received OFDM symh EFT Received demodulated OFDM

(after synchronization symbol

blocks)

Figure3.2: Principle of the correlation function computat
According to the diagram dfigure3.2, the expression of the correlation function of thetkOFDM
symbol is:
Y U Q000 tH d

: 5

N

Q0 A@ m- T (3.2)
where:
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tHb the delay, normalized by the sampling period, where the correlation is computed
‘Q is the demodulated symbalver the pth subcarrier of the #h OFDM symbol
0 is the value{l or +1)of the pilot over the pth subcarrier of the kh OFDM symbol

V isthe set of scattered pilot indexes for thetkOFDM symbol
[ A A QA is the number of scattered pilot

= =4 =4 =

The correlation function expression is derived suppgsthat there is no impairment in the

transmission, only a timing offsett in the safe zone (see sectior2.1.2.]). Thus,
Q QA@DP@ — and after some manipulations on E(B.2), it is possible to derive the

expression of the correlation function of thetk OFDM symbol aséeAnnex A:

. " OETPY
T ~ U -~ U
Y L lAgfr o - Ag@mt PC v (3.3)
UV O V] 0] OE‘TPH—C-
L

with:

T 0 o0 QpY2R p N p tolvho the index of the first scattered pilot in thetk
OFDM symbol and

1T - tHU T the difference between the point where the correlation is computed and the
timing offset, also known as the tracking error

It can be seen on E(B.3) that the absolute value of the correlation function is periodic vétheriod

of —. Indeed:
5 OETPF— pe L OETRZ
Y Hi—  —— —— Y ot (B4)
pc U o GEfES - Vo oETRS
v v

This— periodicity is a direct consequence of the 12 subcasrEpacingbetween two successive

scattered pilots.

Furthermore, sinca) | pin the case of DB and for small values of , the expression othe
correlation function can be simplified and does not depend anymore on the OFDM symbolindex

This simplified expression, denotéti tHand shown on Ed3.5), will be used in the following.
Y o Aol OET & (35)
where:
11 —— 1@ o i§ a coefficient which represent the width of the sinc function

Figure3.3 illustrates the peridicity of the absolute value of the correlation function for ¢ 1
and thus0 p T &nd a null timing offset. ORigure3.4 a closer look on the correlation peak show

the sinc shape of the correlation function.
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3.1.3 Acquisition and tracking processes

Due to the specificities of the terrestrial propagation channel already discussed, the correlation
function obtained from real signals will present multiple peaks corresponding to all the replicas of
the transmitted signal reaching the receiver. These peakswalve very fast (e.g. fading) due to the
changing environment in urban conditions. More notably, the peak corresponding to the first
received signal (the one of interest for ranging) is not necessarily the most powerful and might not
even be present. lorder to try to always track the shortest signal (either the direct signal, or by
default one of the shortest replicas), the proposed ranging method uses multiple delay lock loops
(DLL) in order to constantly track several correlation peaks. This akdyisg onthe second tracked
shortest replica if the first one disappears due to fading or signal blockage. The following method is
then used (although slight variations are used depending if the emitters are in SFN or not):

9 First, an iterative algorithnthat could be the Matching Pursyi0], is usedto acquirethe
delays corresponding to the different peaks of the correlation function. In order to make sure
that the direct signal or the shortest detectable replica is not missed, this acquisition is run
periodically.

1 Second, all (or a subset of all) the acquired peaks are tracked independently using several
classical DLL using a normalized eariguslate-power (EMLP) discriminator. The shortest
tracked delay is then used to form the pseudorange measurem8pecific detectors are
used to minimize the number of replicas tracked.

3.1.3.1 Acquisition of correlation peak delays

Contrary to the GNSS acquisition, it is not necessary to search the correlation peaks over the whole
correlation range and for multiple valgeof the frequency offset (search delrgquency grid
concept). Indeed the timing offset and fractional CFO estimation made by the Van de Beek algorithm,
introduced in the sectior?2.3.1 permit to know precisely the frequenaffset and,with a rougher

precision (about +50 samples), the timing offset.
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Thus, to find the correlation peaks, the correlation function hascémpute just between +50
samples around the delay estimated by the Van de Beek algorfigure3.5 shows an example of a
correlation function obtained after Van de Beek algorithm, in presesfcarbitrary multipathes of

delays {0, 4, 12} samples and relative amplitudes {0.6,3L
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Figure3.5: Correlation function in presence of multip

Then the peak delays can be acquired using the matching pursuit algod®pand consist in
executing the following actions:

1 Find the highest peak in the absolute correlation function, then

1 Subtract tothe correlation function this estimated peak using the correlation function
modelY t

1 Loop the two first steps until no more significant peak has been found until the desired
number of peaks has been found

As an illustrationFigure3.6 shows the result of the MP algorithm applied to the correlation function

of Figure3.5. It can be seen that peak delay estimates are correct but that the amplitude estimates
are not so good. Indeed, in the MP aldom that is implemented here, the absolute value of
correlation function is modeled as a sum of absolute sinc functions, whereas in reality it is the
absolute value of a sum of sinc functions. Thisdel mismatchcreates a slightly erroneous
estimation ofthe peak amplitude but which is not so problematic as long as the peak delays

estimation is good.
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Figure3.6: Estimated peak delay by MP algorit
In addition to prevent bad delay acquisitions on the se@mgdobes of the sinc function which could
appears as peaks for the MP algorithm, it is possible to use windowing techniques in order to reduce

the correlation siddobes, as discussed in secti®ni.5.2

3.1.3.2 Tracking of correlati on peak delays
The tracking of each delay initialized during the acquisition phase is achieved with a classical Delay
Lock Loop (DLL) using a normalized Bdmhus-LatePower (EMLP) discriminator. The block diagram

of this DLL is presented @iigure3.7. There is one DLL running for each delay acquired.
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Figure3.7: DLL block diagra
First the estimated delay, denotetiHis initialized with the value found in the acquisition phaBee

correlation between the #h demodulated OFDM symbahd the pilot local replica is computed at 3
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the correlator spacing.

Second the discriminator is computed, thanks to the values of the early, prompt and late
correlatons. A first estimate of the tracking errer  1HU 1, defined as the difference between the

estimated delay and the true delaig, obtained with the discriminator ahe Eq.(3.6).

. 3 . 3
o ] Y tH < Y THJE (3.6)
0 sY 8
This discriminator is normalized by a factor denoted  such thatO - - for- close b

0. This normalization factor (calculationAnnex A is:
p 3¢ “I1OEIT Al Os

0 113 H (3'7)
I 8&]J¢

with: T —
Figure3.8 illustrates the discriminator outpu® - for several values of the correlation spacing
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Figure3.8: Discriminator outpt

Third, the final estimation of the tracking error isbtained by filtering the discriminator output in
order to reduce the estimation noiselThe loop filter, inspired fron{41], is defined by three
parameters:the time between each delay estimat®, the loop order and the loop bandwidih .

The value ofYis fixed by the delay between two discriminator output, classically the duration of an
OFDM symbolY), the loop order controls the behavior of the loop in dynamic conditiand the

loop bandwidth control the sensibility of the loop.

52



Finally, the new delay estimate at the instaff2 phis computed by making the operation of Eq.
(3.8). Then new correlations at early, prompt and late points are comg@tccording to this updated
delay estimate, leading to a new discriminator output and so on.

- (38)

3.1.4 DLL exclusions and Re-acquisitions

To fight against the instaity of the urban propagation channel that produces on the correlation
function quick changes of the peak amplitudes and even sudden disappearance of peaks, two
processesre used tananage these issues.

First, the DLL exclusions, which are criteria thapst DLL if it has diverged or if two (or more) DLLs
have converged. The DLL divergenaaarisewhen the tracked peak suddentiisappeargbecause

of signal blockage by a building for example). From this instant the DLL can potentially began to
evolve feely in the noiseThis divergence can be detected by observing the rate of evolution of the
delay. If this rate is too important (compared to expected dynamic of the receiver) the DLL is
considered to have divergedihe DLL convergence occurs when two rfare) DLL converges
towards the same delay. Then, only one of the converging DLL is kept and the other are sthpped. T
convergence is detected when the difference between two estimated delays is below a defined

threshold (typically one sample).

The seond process is the delay-axquisition. It consists in making periodic delay acquisitions, e.g.
every one second, in order to be able to detect and track a newly appeared peak. During re

acquisition only the detectefdeaksthat are not already tracked ateept.

3.1.5 Improvement of correlation operation

In order to improve acquisition and tracking performances, two operations have been introduced in
the calculation of the correlation function. There are summations of consecutive correlation
functions to reduce aise and windowing techniques to limit the secondary lobes of the correlation

function.

3.1.5.1 Use of correlation function summations

There are two types oSummations:coherent summations that operate of the complex valued
correlation function and the noroherent summations that operate on the squared absolute value
of the correlation function. Mathematically, the expression of the correlation function with

coherent summation and non-coherent summations is:
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Y tH (3.9

C:|-O

where

1 Y 1Hsithe correlation function computed with thetk OFDM symbol
It is important to note that, according to E¢.9), 0 0 consecutives symbols are necessary to
compute thecorrelationY  fHyand thus when using summation the loop update time becomes:

YOG 0 (3.10)

The interest of the coherent summations compared to the fooherent summations is hetter

noise reduction due to the quadratic losses introduced in the-oolmerent because of the squared
absolute term. This is showon Figure3.9, that represents the values of Y ; tHin blue), Y  THU

(inred) and Y TH§in green) fold 4096 and supposing a SNR of the received sigraDadB.

1.5

Absolute correlation

Correlation delay
Figure3.9: Impact of summations on the noise of correlation func
One the other hand, the cohemt summations, since they are done on the quex valued
correlation, presentai problem when the different correlations have not the same phase (for example
when a residual CFO is present). The problem does not appear fecat@ment summations since

they are done on the squared absolute value of the correlatiinis phenomenon is shown &igure
3.10, where arerepresented the values of 'Y 5 THin blue), Y ; tH(in red) and Y tH(in

green) forb 4096 and supposing a residual CFO of 0.02 (about 100 Hz in this case) and no noise.
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It can be clearly seen that correlation peak amplitude is reduced when used coherent summations.
Then even if coherent summations bring an important noise reduction their number has to be limited

in order to avoid a sigrnidant decrease of the correlation peak amplitude.

Another interesting consequence of coherent summations appears wheas a multiple of 4. In this
case thel Tp eperiodicity of the absolute correlation function became) @o-periodicity as shown
on Figure3.12. This is due to the fact that 4 consecutive scattered pilot patterns are equotviae

one pattern with pilots spaced by 3 subcarriers, as illustrateigare3.11 from [30]

000000000000 8000000000 _

000000000000000@000000 | 4consecutive
000000800000000000@000 [ OFDM symbols
000000000800000000000e ® Soteea o

O Data symbol

9000000000000 00000000O® 1symbol quadruplet

Time

Frequency (sub-carrier index)

Figure3.11 Artificial scattered piloperiodicity increasbey averaging multiple of donsecutive
correlation outpuf30]
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3.1.5.2 Use of windowing techniques

The goal of windowing techniques is to reduce the seconttdygs that appeanon the correlation
function, in order to limit the influence of two remote peaks on each other and to avoid false
acquisition onsecondary lobes. This is achieved by using a window vector, deriohed the

computation of the correlation:

Yt Qoowmo &t 61 N Q0 0 "Agfe TUJ' (3.11)
where:
1 Y T denotes the widowed correlation of thetk OFDM symbol
T 0 p for the rectangular window (i.e. no windowing),
T 0 mMoypom ¢ pdi & — forthe hamming window,
T 0
LY U8 YYAWY — T pAYO— mipphG — for

the blackmarharris window

The absoluteorrelation functionis shown orFigure3.13 for the three selected window
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As it can be seen, the use of windowing impacts three characterisftithe correlation function:

amplitude of the main Ilde, width of the main lbe and amplitude of sidelobe3.alde 3.1 resumes

1.4

A No windowing
|
1.2 | Hamming
/ \ Blackman-Harris
c 1
i)
E i
2 os
(@]
S /]
£ 06
: JI 1\
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Figure3.13: lllustration of windowed correlation functic

these characteristicgirough three parameters:

T

The Blackmaiarris window presents the best sidelobe isolation. The drawbacksedueedpeak
amplitude {.e. reducednoise isolation) and an important increase of the bewidth that degrade
tracking precision.

The Hamming window presents a good compromise between sidelobe isolation and peak amplitude

Talde 3.1: Window characteristit

the sidelobe isolation defined as the difference, in dB, between the correlation peak and
the most significant sidelobe amplitudes,
the peak amplitude and
the peak width taken at the half maximum amplitude.

Sidelobe Peak Peak width
isolation (dB)| amplitude (in samples)
Rectangular 13.3 1.33 1.45
Hamming 43 1.14 2.2
Blackman 03 0.94 3.2
Harris

and width reduction.
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3.2 Theoretical Analysis in AWGN

3.2.1 Acquisition performance

As explained earlier the overall acquisition afaarelation peak delay is made in two separate steps:

1 The Cyclic Prefix acquisition, based on Van De 8lgekithm, whichprecisely estimate
the fractional CFO and roughly estimathe received signal delay (with a precision of
about 100 samples in pctice).

1 The peak delays acquisition, based on the Matching Puasgidtrithm, which precisely
estimatesthe delay of each peak in the correlation function.

The peak delays acquisition has been extensively studid@3ijnand its performance will not be
detailed here.

Thus, in this section only the Cyclic Prefix acquisition performance will be studied. Its performance is
studied in term of probability of detection to quantify the chances of a successful acquisition for a
given SNR of the received signal. Azminder, the Cyclic prefix acquisition consist is computing a
correlation between a window af samples with a windowf same size located samples after.

The maximum of the correlation occurs when the 2 windows are respectively located on the Cyclic
Prefix and on the end of the OFDM symbol, thus providing a detection of the beginnimg OFDM
symbol.

Computing a detection probability is quite challenging because, as the contrary to GNSS acquisition
where the received noisy signal is correlated with a clean replica, here a part of the received noisy

signal is correlated with another rayi part of itself.

3.2.1.1 Hypothesis test definition

To solve the detection problem, the following hypothesis test is defined:

f OY (KS dzaS¥dzZ aiawlt A& y2i4d LINBaSyid m
f OY (GUKS dzaSTdzZ iaAidyef Aa LINBaSyid m
where:
1 1 is the nth sample of the received signal
1 1 isthe nth sample of the received useful signal

1 ¢ isthen-th sample of the received noise

Let, be the power of the useful signal, the power of noise andy(0 'Y — the signaito-noise of

the received signal.
From those twdhypothesestwo probabilities can be defa:

1 the false alarm probability, denotayl , which is the probability to decid® when™O is
valid or,in other terms, the probability to detect the useful signal when it is not present
and
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1 the detection probability, denoted) , whichis the probability to decidéO when™O is
valid or, in other terms, the probability to detect the useful signal when it is actually
present.

3.2.1.2 Signal detector definition
The signal detection is made by a detector based on the metric dR24g) defined in sectior2.3.1

This signal detectdivis:
Y was Ui i R T p (3.12)

To study the false alarm and detection probabilities, the statistical distribution of this detector has to
be analyzed under the two hypothesO andO.

Statistical distribution ofi| unders;

Under'O hypothesis, we havaé: € Thus, it can be showi\(nex A that:

o
—Y D ... (3.13
where:
17 . WWE isthe variance of the received noiaad
1 ... denotes the chisquare distribution with 2 degrees of freedom

Then, from this distribution, it is possible to derive, for a given false alarm probalility a
threshold™Y such that:
n oY Y (3.149)

Statistical distribution of]| unders;

UnderO hypothesis, we hava: i ¢ To compute the statistical distribution in this case we

consider the signal detector at the pecte synchronization point. Under this condition,

i hMEIED ah) & p and the value ofsy & $ is maximum. Thus, it can be shown
(Annex A that:
¢l .
Y D ... _ (3.15)
c" ” ”

where:

1 . isthe power of the received useful signal

1 ... _ denotes the noncentral Clsiquare distribution with 2 degrees of freedom

1T _ is the noncentrality parameter

From this distribution and the previous defined threshdM given a certain signéb-noise ratio

(YO 'Y —), itis possible to determine the detection probability such that:
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Y Sy (3.16)

3.2.1.3 Use of coherent and noncoherent summations
One way to improve detdion performance is to use coherent mon-coherent summations to
reduce noise. Supposiny coherent summation and non-coherent summations to new detector

is:
Y B ﬂ v & (3.17)
0] 0]

where:

1T Q «& B i gi’ g is the CRacquisitionmetric computed on the k
th 0 O-sized block
T 0 0 0 isthe size of the complete OFDM symbol (i.e. CP included)

Thus the statistical distributions becam&nhex A:

¢b 00 ,
—Y D ... (3.18)
¢cb 00
—Yy D ... _ (3.19
c,l ” ”
where:
1 ... denotes the bi-square distribution withlgb degrees of freedom
1 ... _ denotes the norcentral Chisquare distribution witlg0 degrees of freedom
T _ is the noncentrality parameter

3.2.1.4 lllustrations of detection performance

To illustrate the detection performancé&jgure3.14 and Figure3.15 show the theoretical probability
of detection as a function of SNR for different numbers of coherent andaotyerent summations
for a false alarm probability gf T . The parameterare:0 1T 1 a0 pFP. On the same figure

are crossplotted the simulated detection probability obtainexver 1000 iterations.
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It can be seen simulated results match perfectly the theoretical ones. Then, it is clear that coherent
summations present a better noise reduction that rosherent summation. It is classicatesult
due to squaring losses. However, it is important to note that, coherent summations are sensitive to

phase variations induced by, for example, CFO and propagation channel variations.

Another interesting figure of merit tanalyzeis thenumber of coherent or norwoherent summation
that isnecessary to reach a certain detection probabilityddsNRand a false alarm probability fixed.
For exampleFigure3.16 gives these numbers as a function of SNRjfor p 1 andn T8 W

We have alsé T Twapdd O pift.
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Thus, even at a very low SNR (the opiersal SNR for demodulate TV data is arouneR00dB) it is
possible to satisfy restrictive false alarm and detection probabilities with a limited number of

summations.

3.2.2 Tracking performance

Of course, the tracking performance in an AWGN channel is viéeyedit from the performance in
urban propagation channel that present numerous and powerful multipathisyvever, it is still
important perform this study inan ideal propagation channel to give an idea of the maximum
reachable performance to point out ¢hpotential of the PR estimation method.

The tracking performance is analyzed by calculating the variance of the estimated ldethys
purpose a model of the noisy correlation function derived The next step is to compute the
variance of the normated EMLP discriminator output (see sect®h.3.9. Then the variance of the
estimated delay, which is the discriminator output filtered by the loop filter can be computed. Finally
a tracking thresholdis computed defined asa limit SNR fromwhich the tracking is decided

impossible.

3.2.2.1 Model of the correlation output in presence of noise
The correlation output model is given for the following hypothesis:

1 The receiver is perfectly frequency synchronized: no CFO, no SCO.

1 The propagtion channel is an AWGN (no multipath, only an additive Gaussian noise).
1 An attenuation coefficient due to propagation is applied on the received signal.
 AtimingoffsettAy GKS aal¥S T 2yS¢o

In these conditions and according teection2.1.2the expressia of the demodulated symbols is
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(3.20)
In addition the SNR is defined as the ratio between the power of data subcarriers and the power of
the noise on those subcarriers, as expressed orf3E21L).

vy L RACAL (3.22)

” ”

where:

1 . @& Ads the variance of the data symbols, equals tavith our signal definition(see
section2.2.2).

According toEq.(3.5) defined in sectiorB.1.2 the correlation of the two terms of thdemodulated
symbols of E((3.20) leads tothe following noisy correlation function model:
YU Y tHU Y tH (3.22
where:
T Y tHu -Ag® OEI*A—- s the useful correlation (i.e. without noise) as

calculated in sectin3.1.2and
T Y o —B, & 0 A@f — is the noise term of the correlation.

3.2.2.2 Variance of discriminator output

Theexpression ofhe discriminator is (see seoh 3.1.3.2:

. 3 . 3

0 SY g

o) )

To make this calculation several hypothesisragale:

1 The discriminator normalization by the prompt correlator is supposed perfectit is
assumed that there is no noise component on the valué/dtuln practice to achieve
that noisy conditions, one can obtain an almost noiseless vali¢ by averaging it on
several consecutive OFDM symbols.

f The tracking error is supposed close to zero& 1)

It can be demonstrated that the variance of the normalized discriminator outpéiisgx A:

0 v

O 00 YO \P 00 YOY (3.24)
where:
q 0 AAY O aAYy G o AAy O o i 8
’ AAYG 8 i
11 —
1 3is the correlator spacing.

1 O isthe number of scattered pilot.
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1 0 and0 are respectively the numbsrof coherent and nofcoherent summations of
the correlation points used in input of the discriminator.

1 "YO0 "% the ratio between the power of data subcarriers and the power of the noise on
the subcarriersas defined in E(3.21).

According to Eq(3.24), some observations can be done about the variance of the normalized ELMP
discriminator output:

1 The higher the SNR is, thmaller thediscriminator output variance

1 The higher the totahumber of subcarrier® is, the smaller the discriminator output
variance, as the number of scattered pildt is proportional to the total number of
subcarrierd) (seeTable2.6).

9 The higher thenumbers of coherent and necoherent summatn are the smaller the
discriminator output variance is. In addition, coherent summations permit a better
variance diminution than nowgoherent summations by reducing the quadratic losses
(the second term in the brackets of £§.24) ).

3.2.2.3 Variance of the tracking error estimate
To compute the variance of theacking errorestimate it is supposed that the loop has converged.
The loop filter is defined by threparameters g$ee section3.1.3.2for detailg including the loop
bandwidthd and the loop update timéY 0 0 "Y. According td18]if the discriminator output is
known, the variance of thegacking errorestimate- can be easily found and is:

Oot b Yo®Id Ol e o
¢ 5 v §6 VoY

(3.25)

According to Eq3.25), some observationsan be done:

1 Most of the time6 "YL p, thus the introduction of the loop filter permits to significantly
reduce the variance of the estimated tracking error

1 The greater the loop update time is, the higher the variance of the tracking error estimate
Indeed, if the loopupdatetime increases while the loop bandwidth remains constant, the
loop is necessarily more reactive and thus, the variance of the estimated tracking error
estimate augments.

1 When the number of scattered piladd augmens (i.e when( augments), the OFDM
symbols duration’Y and thus the loop update timéY augments in the same proportion.

Thus, the principal coefficiert—— is constant and only the quadratic losses{——)

are reduced. This analysis is only true for BVé&ignals if which the ratio between the FFT
size and the number of scattered subcarrier is fix (and equal todx @. More generally, if
the number of pilot augment (the FSize being constant) the variance of the tracking error
decreases.

1 The higher the CP ratio is, the longer the OFDM symbol duratiand the loop update time
is, and thus the higher the variance of the tracking error estimate is.

1 When the number of @herent summations augments, the quadratic losses are reduced.

1 The number of nortoherent summations has no influence on the tracking error variance.
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3.2.2.4 Validation of theoretical variance formulas

The two theoretical formulas of Eq(3.24) and Eq.(3.25) have been validated by simulations.
Validation results for each formula are in the 2 following subparts. To validate this formula a
synthetic DVB signal has been generated with the following parameters:

7T 0 tTnmwe

1T 60 pry

1 Null propagation delayt( 1)
1 Adjustable SNR

Validation of discriminator variance output

The normalized EMLP discriminator has been computed for each generated OFDM symbols at a null
delay (to ensure that & 11, has supposed in the doretical calculatiopand finally, its variance has

been computed and compared to the theoretical one. The assumption of a perfect normalization of
the discriminator made for the calculation of the theoretical expression has not been made in the
simulation. Thus, the EMLP discriminator is normalized by the noisy prompt correl&igure3.17

shows the simulated standard deviation as a function of SNR and its comparison with the theory. The
parameters of the discriminatoare: > p, 0 pand0 p. The unit is converted in meter

according to the following formula:
'(A)A’(ﬂbon';\())go ooo o8y &) (3.26)
where:

1 Y isthe sampling period (s€able2.1)
@ isthe speed of light

Simulated i
Theoretical

4\

N\
1\
2 \

Std Dev in meters

\\

0

-20 -15 -10 -5 0
SNR in dB

Figure3.17: Simulated and theoretical standard deviations of the discriminatorud
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Simulated and theoretical results match perfectly, despite the-perfect normalization of the EMLP
discriminator in the simulation, proving that the simplification made on the theoretical calculation is

not harmful.

Validation of estimated tracking gor variance

The same simulation has been made with the integration of the loop filter. Thus, in this case, the
delays of the early, prompt and late correlations are totally controlled by the loop and not fixed as is
the previous simulation(closedloop). Figure 3.18 shows the simulated tracking error estimate
standard deviation as a function of SNR, and its comparison to the theoretical value. The parameters
of the discriminatorare:3> p, 0 p. Theparameters of the loore: &  p 1OGand™yY “¥ (¥

is the duration of one OFDM symbpohs in the previous simulation the unit is converted into meter.

0.8

Simulated

0.7 Theoretical

0.6

0.5 \

ol N\
0.3 \

0.2

0.1 —

——

0
-20 -15 -10 -5 0

SNR in dB
Figure3.18: Simulated and theoretical standard deviatiortlod tracking error estima

Tracking error estimate standard deviation in meters

Here again, the simulated results match perfectly the theoretical ones. The tracking error variance is
very small (below one meter) even for SNR very low. Since operationabSNRiodulate TV data
are around 15 dBa largeSNR margin is available, authorizing good tracking performances even out
of the coverage athe TV emitter (indoor or fairom the emitter).
3.2.2.5 Impact of signal, discriminator and loop parameters on tracking error estimate

variance
In this section, the impadif signal, discriminator and loop parameters on the tracking error estimate
variance are analyzed using the theoretical formulable3.2 shows the simulation parameters and
their default valus. The parameterdiavingtheir impad studied are in red. Since, according to Eq.

(3.25), the impact of norcoherent summation is null, its impact is not studied here.

Table3.2: Simulation parameters default valt
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Category Parameters Default value
FFT sizé - Mode 4096¢ 4K
DVBT Signal parameter| CP ratio 1/8
Approximate Bandwidtlg "Y 8 MHz¢ 7/64 us
o Number of coherent summations 1
Discriminator parameter :
Correlator Spacing 1 sample
Loop bandwidthd 10 Hz
Loop parameters i
Loop update timéY "Y&)

Impact of FFT size

Figure3.19 shows the theoretical standard deviation of the tracking error estimate as a function of
SNR for the 3 paible values of the FFT size (2048, 4@®@l, 8192 in a DVHI signal. It is important

to note that augmenting the FFT size increases the number of scattered pilot subcarri¢sse
Table2.6) but it also increasethe OFDM symbol duratiofiY (indeed”Y ¢ p 6 0°Y ) and
thus theloop update time'Y.

N =2048|,
N =4096

0.7 k\\ N =8192 |

0.6

0.5 \\

0.4 \

o N
\\

0.8

Tracking error estimate Stdev in meters

0.1 i
0
-20 -15 -10 5 0

SNR (in dB)
Figure3.19: Impact of the FFT size on the tracking error estimate standard de

The impacbf the FFT size on the tracking error is almost ruiteptfor low SNR. Indeed, according

to Eq.(3.25), the gain on the discriminator output variance due to an increase of the number of
scattered pilot is almost entirely compsated by the increase of the loop update time that forces
the loop the be more reactive and more permissive regarding the noise. The smalingaicts the
guadratic losses and so appears only at low SNR. Howev20 aiB, the quadratic losses are still

weak and the impact FFT size is thus limited.
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Impact of coherent summations

Figure3.20 shows the theoretical standard deviation of the tracking error estimate as a function of

SNR for 3 values of the coherent summation numbef Qland 100.

» 08 .
Q —
2 0.70\ Ne= 1]
= 06\\ N.=10 |
3 \\ N =100
°
» 05
)
£ 04 \
7
%03 \
o
T 0.2 SN
{@)]
c
©
= 0
20 -15 -10 5 0

SNR (in dB)

Figure3.20: Impact of the coherent summation number on the tracking error estimate stand:
deviation

The impact of coherent summations on is almost null, except for low SNR. Indeedjiagdo Eqg.
(3.25), the coherent summations reduce only the quadratic losses, whiclsignificantat low SNR.
However at-20 dB, the quadratic losses are still weak and the impact of coherent summation is thus

limited.

Impactof correlator spacing

Figure3.21 shows the theoretical standard deviation of the tracking error estimate as a function of

SNR for 3 values of the correlator spacing (0.1,&018,1).
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Tracking error estimate Stdev in meters
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0.2 \\
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Figure3.21: Impact of the correlator spacing on the tracking error estimate standard de\

The 3 curves arsuperimposed So, the correlator spacing has no influence on the tracking error

estimate varianceThis result could bguite surprisingn view of the strong dependence @nof the

factorsU andu in the theoretical formula of théracking error estimate variance of H§.25).

Impact of loop bandwidth

Figure3.22 shows the theoretical standard deviation of theatking error estimate as a function of
SNR for 3 values of the loop bandwidth (1 Hz, Jhkid,10Hz).

Tracking error estimate Stdev in meters

0.8 .
0.7[\ B =
0.6 \ |
N \ B, =10
NAN
N
0.2 \i\
0.1 \\ \\\\

% 15 10 5 0

SNR (in dB)

Figure3.22: Impact of the loop bandwidth on the tracking error estimate standard dev

As expectd the tracking error estimate variance is decreasing when the loop bandwidth is reduced.

However reducing the loop bandwidth decreases the reactivity of the loop. Thus, there is a

compromise tofound to have the smallest loop bandwidth possible while kegpa good reactivity

of the loop. This reactivity, not so important in the considered AWGN propagation channel where the
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dynamic is only due to receiver moves, become necessary in the urban propagation channel which is

very unstable.

3.2.2.6 Tracking threshold

Thetracking threshold is a SNR value, denctédY , below which the loop can be considered to
have lost tracking. According {a8], a criterion to decide that the tracking is lost, is when the 3
sigma value of the tracking error becomes greater than the linearity zone of the discriminator.
Indeed, in that case, a non negligible amount of the discriminator outputs are out of the linearity
zone and a divergence of the loop may occur. Accordin§igorre 3.8 the linearity zone of the
studied discriminator spans aboutSdelay unit. Thus, mathematically, the tracking logkerion is
P

C

Thus, when the inequality of E@.27) is true the trackings considered loss.

o woio ol (3.27)
According to the theoretical expression ©f ol oipresented on Eq3.25), it is easy to find the
expression of YOY such as thanequality of Eq(3.27) is true. After a resolution of a quadratic

equality (seeAnnex A it comes:

o® YO 0

YOY —_— 3.28
0 PP 5% Y0 0 (3.28)
where:
00 AaAyO arAy O
3AY 0
1'[ )] a—
AAY O

Figure3.23, Figure3.24, Figure3.25 and Figure3.26 show the value of the tracking threshold as a
function of FFT size, coherent summation number, correlator spacing and loop bandwidth. The

default simulation parameters are the same tharmable3.2.

m -30 m -30
© ©
£ £
o =)
2 35 2 35
0n - [
)] )]
£ £ SN~
(@] [@)]
= =
< -40 < -40
o o
[ [
2048 4096 8192 0 20 40 60 80 100
FFT size Number of coherent summations

Figure3.23: Impact of the FFT size on trackin Figure3.24: Impact of the number of summatio
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threshold on tracking threshold
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Figure3.25: Impact of the correlation spacing ¢  Figure3.26: Impact of the loop bandwidth on
tracking threshold tracking threshold

The tracking threshold for the defaultapameters is about-32 dB. The correlator spacing has no
impact on the value of tracking threshold and FFT size has a limited impact (the tracking threshold is
a little bit reduced when the FFT augments).

Coherent summations permi reduction of the traging thresholduntil 0 ¢ mtfrom which the
tracking threshold is comprised betwee36 and-38 dB.

Finally the smallest loopandwidth presentshe lowest tracking threshold. However, if the loop
bandwidth is too small, the loop is not reactive enbutyp follow the receiver dynamic and the

propagation channel variations.

3.2.2.7 Extension to the case of windowed correlation
The theoreticalformulas havebeen developed in the case of the rectangular window where the
correlation is sinc shaped. To extend thenfiolas to the other windows, one can, instead of consider
the exact expression of the windowed correlation function, find the dumection that best
approximates the main lobe of the consideredidowed correlation function. This approximation is
valid beause during the peak tracking, the correlation is always computed on the main lobe of the
sinc function.For each possible window, the value of the coefficignts(that controls the wideness
of the main lobe of thepproximatingsinc function) and) (that controls the amplitude of the main
lobe of theapproximatingsinc functior are such that

sY tH8 -0 DETIA- s (3.29
Table3.3 gives the values, determined empirically, of those coefficients for the 3 possible windows:

Table3.3: Sinc function paramete

_ ) Main lobe widening | Main lobe amplitude
Window technique )
factor] factor v
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Rectangular i P O @) O g 1
0
Hamming L 0.9374
pd
BlackmarHarris T_ 0.7744
P

Thus the expressions of the tracking error estimate variance and tracking threshold became:

GO "YU 0

OOt 6 Yooid ol ~— —_ o —— —
S U U YU\P DL LV YUY

(3.30)

oYU 0

Yoy 5P P Sevwo

(3.31)

where:

aAyO A&aAyo- . AAy O
AAyO-

0

Figure3.27 and Table3.4 show the theoretical tracking error estimate standard deviation and the

tracking threshold foeach possiblevindow and for the default parameters dfable3.2.

[¢]
@ 25 - -
E ! !
E 2\ ReCtan.gmar | Table3.4: Tracking threshold for different
() Hamming . .
ge) \ , correlation window
n Blackman-Harris
9 1.5 .
g ) Tracking
E R \\ Windows | eshold
% 05 \\\\\\ Rectangular -32 dB
o)) ‘\§§§\~\§§
% 0 \é Hamming -29 dB
g 20 -15 -10 -5 0
= : Blackman

Harris

Figure3.27: Tracking error estimate standard
deviation for different correlation window

The rectangular window presents the best results, then the Hamming window aatlyfthe
BlackmarHarris window. However, it is important to note that Hamming and Blackhhemis
windows permit an important attenuation of the secondary lobes that permit to reduce influence
between two remote correlation peaks. Thus, even if in theecaf AWGN channel, where only one

peak is present in the correlation function, the rectangular window will be always preferred, in the
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case of urban propagation channel, where multiple peaks are present in the correlation function, the

Hamming and Rectantar windows presenanimportant interest.

3.2.3 Conclusions

This theoretical analysishows very promising resulfsr the use of DVH, and more generallyof
OFDM modulation as signabf-opportunity for positioning. Indeed the time and frequency
acquisitionis possibleat very low SNR (relatively to the typical SNR observed for this kind of signal)
and vey easily. The theoretical tracking performarisalso very good at low SNR.

However, this theoretical studyis valid for AWGN propagatioghannes which ae never
encountered in real world, especially when terrestrial netwaalksl urbarindoor environments are
envisaged Whatever, this theoretical study is a good starting point to validate fdasibility and

allow advanced tests orealisticsignals.
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4 Development and Validation of a DVB -T Ranging Test
Bench

As explained in sectioB.1.1, no urban propagation channel models adapted to positioning were
found in literature. In additior{28], has shown very promising results on sesmulated DVEBESH

signal based on a field channel sounding but with a part of simulated data. Thus, to go a step further
and to be able to quantify the PR estimation performance in a realistic channel, tests on real signal

were considered as necessary.

Secton 4.1 describes the developed test bench, composed of a hardware part, used to record a TV
signal with a GPS time reference, and of a software part, consisting in a signal recording software and
in a signal processing softvarSection4.2 presents the validation of the software part of the test
bench. Sectionrt.3 describes the validation process of the hardware part and more particularly the

synchronization of the hakare clock on an external reference.

4.1 Description of the Test Bench

The test bench is composed of a hardware part and of two pieces of software.

The hardware part allows receiving and digitizing TV signain two independent TV antennas.
Additionally a GB receiver provides time references (Hzand 1PPS signals) for the rest of the
hardware and permit to have a reference position. This test bench has been designed to be very
flexible and the two reception chains allow the following test configurations:

i Two mobile TV antennas receiving the same signal to exploit antenna diversity and
improve measurement quality.

1 Two mobile TV antennas receiving two signals at different frequencies from the same
emitter to exploit frequency diversity.

I Two mobile TV anteras receiving two signals at different frequencies from two emitters
to have two PR measurements.

1 One fixed antenna and one mobile to perform differential measurements.

The signal recording software is used to configure and control the hardware andeot@oid save
the digitized TV signain the computer hard drive

The signal processing software implements the PR estimation method to process the recorded signal.

4.1.1 Description of the hardware part

Figure4.1 shows the block diagm of the hardware part of the test bench. It can be split in 3 groups:

1 the 3 antennas (2 TV antennas, 1 optional, and 1 GPS antenna) to receive TV and GPS signals,
1 the 2 USPR2/WBHXevices (1 optional) to digité and record TV sigmsalrom the 2 TV
antenras and
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1 the GPS receiver to provide a GPS time reference and a position reference.

UHF Optional !

! Antenna !
i USRP2/WBX| i

Slave

UHF MIMO cable
Antenna Gigabit
USRP2/WBX| Ethernet, 1, pc forecording
Master

A A

1OMHzref.
i and 1PPS

L1/L2
‘ GPS receiver COM To PC foposition

Novatel OEM4 recording

Figure4.1: Block diagram of the test bench hardw
Antennas:
Three antennas are used:

1 Massmarket amplified mobile omnidirectional UHF antenna ERAP011¢ 40 dB gain,
1.1 dB noise factor (vendor information) (Seigure4.2)

1 Massmarket amplified indoor omnidirectional UHF antenna Meliconiefahanceg 20
dB gain, 3.5 dBoise factor (vendor information) (sédgure4.3)

1 GPS L1/L2 GPS antenna Novatel-BB#C¢ 40 dB gain, 1.9 dB noise factor. ($&gure
4.4)
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Figure4.2: ELAP UHF antenna

Figure4.3: Meliconi UHF antenna

Figure4.4: Novatel GPS L1/L2 antenna

USRP2/WBX devices
The USRP2 (see picture Bigure4.5), built by Ettus Research LI42] is a lowcost, flexible and

opensource radio device, controlled by PC, that permits to receive and transmit simultaneously on
two antennas a limitless variety of signal.

The USPR2 includes two anatoedigital converters (ADCJl-Q pair) with a sampling rate of 100
MS/s and a resolution of 14 bits, for the reception chain and two ditptainalog converters (DAC),

(1 FQ pair) with a sampling rate of 100 MS/s and a resolution of 16 bits, for thentiasi®n chain.

A FPGA ( Xilinx Spartar2@00) allows performing high sample rate operations, like digital up and

down conversions, filtering and decimation or interpolation, directly in the URSP2.
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