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ABSTRACT  

The design of a new GNSS signal is always a trade-off between improving performance and increasing complexity, or even 

between improving different performance criteria. Position accuracy, receiver sensitivity (acquisition, tracking or data 

demodulation thresholds) or the Time-To-First-Fix (TTFF) are examples of those GNSS receivers performance criteria. Within 

the framework of Galileo 2nd Generation (G2G), adding a new signal component dedicated to aid the acquisition process on 

E1 can help to improve performance of GNSS receivers with respect to these criteria as it was shown in [1]. In order to create  

this new component, various aspects such as the spreading modulation, the data navigation content, the channel coding or the 

Pseudo-Random Noise (PRN) codes must be studied. To this end, this paper firstly proposes the study of new spreading 

modulations, and secondly, we investigate on PRN codes that can be well suited to the proposed Acquisition-Aiding signal.   

 

INTRODUCTION  

In the current framework of Galileo, a new Acquisition-Aiding signal can help to improve the acquisition and sensitivity of the 

GNSS receiver. Several aspects must be taken under consideration in order to design a new signal component, such as the 

spreading modulation, the data navigation content, the channel coding, the Pseudo-Random Noise (PRN) codes or the method 

to multiplex such a signal with the existing signals components. In this paper, firstly we focus on the search for new spreading 

modulations which provide robustness during the acquisition stage for the new Acquisition-Aiding signal, and secondly, we 

investigate on well suited spreading codes which reduce the degradation on the acquisition and tracking stages under hostile 

environments. 

 

Concerning the definition of a new spreading modulation, a fundamental criterion is the Radio Frequency Compatibility (RFC) 

[2], since backward-compatibility between new and current signals is crucial. Other decisive parameters such as the correlation 

properties, the jamming or the robustness against distortions due to the multipath are evaluated. 

In this paper, we propose the family of Binary Code Symbols (BCS) spreading modulations [4] as new spreading modulation 

candidates for the Acquisition-Aiding signal component.  We compare such candidates with the current state of the art (Binary 

Offset Carrier (BOC) modulation [5] and Binary Phase Shift Keying (BPSK) [1]. Performance criteria such as the 

autocorrelation function (first to secondary peak-to-peak ratio), the Spectral Separation Coefficients (SSC), the Gabor 

bandwidth, the MultiPath Error Envelope (MPEE) or the anti-jamming coefficients are evaluated. In addition, a 4 MHz shifted 

BPSK(1) is assessed.  

  

Concerning the search for new PRN codes, to generate a subset of chip spreading codes, several methodologies have been 

proposed so far and a simple model criterion based on a weighted cost function [3] is used to evaluate the spreading codes 

performance.  According to [3], the cost function is a weighted compound objective function taking into account different 

properties such as the autocorrelation, the cross-correlation and the power spectral density. In this context, three families of 

1023 chips are investigated in this paper as new PRN candidates for the new Acquisition-Aiding signal component: a Gold 

code family, a large Kasami code family and an optimized random code family, based on the current E1-B PRN codes 

generation technique [6].  

 

The paper is organized as follows. Section I introduces the spreading modulation criteria as well as the mathematical tools to 

compare those criteria. Section II introduces the family of BCS spreading modulations and compares the specific BCS [-1, -1, -

1, 1, -1] (1) with the candidates of the current state of the art (BOC modulation and BPSK). Section III describes the spreading 

code selection criteria as well as the mathematical tools to compare the codes. Section IV presents the spreading codes families 

as well as the method to generate each family and shows the spreading code families results. Conclusions are finally drawn in 

Section V.   

 

I - SPREADING MODULATION CRITERIA  

Concerning the design of a new Acquisition-Aiding signal, various criteria (listed in table 1) must be studied in order to select 

the spreading modulation. 

 

A first fundamental criterion is the RFC [2], to ensure the backward-compatibility between new and current signals. In order to 

select some of the spreading modulations, as it was proposed in [1], a criterion of “acceptability” based on the degree of 

interference between signals is defined. Such a degree of interference represents the spectral overlap between signals and is 

computed by SSCs [1] [2].  

 

In terms of correlation properties, in addition to the Auto-Correlation Function (ACF), another important criterion can be 

defined. Keeping in mind that the new component is aimed to be an Acquisition-Aiding signal, it is crucial that the ACF first to 

secondary peak-to-peak ratio will be as high as possible in order to ease the acquisition process, since high secondary peaks 

increment the acquisition error probability. 



  

In order to quantize the resistant against multipath, the distortions caused by the multipath have to be evaluated over the 

spreading modulation candidates. These distortions directly affect the correlation properties of the signal and have a direct 

consequence to the discrimination function used on the receiver. In order to evaluate such as distortion, the MPEE [9] [17] 

[18], which quantizes the bias error induced by the multipath, is computed.  

 

The ranging performance is evaluated by the theoretical accuracy of the time-delay estimation, which can be represented by 

the Gabor bandwidth [10] considered as an alternative interpretation of the Cramér-Rao lower bound [10]. Therefore the 

greater the Gabor bandwidth is, the better the performance in terms of code-tracking accuracy.  

 

The anti-jamming capability is predicted based on four parameters [16] [17] [18] based on the effective carrier to noise 

density ratio (𝐶/𝑁0)𝑒𝑓𝑓 [2], which indicates the level of interference at the input of the receiver. Higher anti-jamming 

coefficients involve less vulnerability to the jamming attacks.  
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Table 1 Spreading Modulation Selection Criteria  



II BCS AS A NEW SPREADING MODULATION CANDIDATE  

 

Definition of BCS Modulation 

The Binary Code Symbols modulation was shown to be a generalization of the BPSK with rectangular symbols and BOC 

modulations [4]. Indeed the well-known BPSK and 𝐵𝑂𝐶𝑐𝑜𝑠  modulations, which are used as current GNSS modulations, can be 

shown as a particular case of the BCS modulation. 

 

Following [4], the signal model for a spread spectrum sequence is represented as:  

 

 
𝑠(𝑡) =  ∑ 𝑎𝑘𝑞(𝑡 − 𝑘𝑇𝑐)

∞

𝑘=−∞

 

 

 

(10) 

where 𝑎𝑘 represents a sequence of spreading values which modify the spreading symbol 𝑞(𝑡) and 𝑇𝑐 is the chip interval 

duration for each spreading symbol. One of the constraints for any GNSS system is that the emitted signal must have a 

constant envelope in order to avoid signal distortions at the output of the power amplifier. As a consequence the values of 

𝑎𝑘 ∈ ∓1 and 𝑞(𝑡) must be a constant real value. 

 

For the case of the BCS modulation, it can be considered that each spreading symbol is modulated by a fixed sequence of 𝐾 

values. Each value is considered as a segment of length equal to 𝑇𝑐/𝐾. As a consequence the new spreading symbol can be 

represented as:  

 

𝑞(𝑡) =  ∑ 𝑐𝑘𝑝(𝑡 − 𝑘𝑇𝑐/𝐾)

𝐾−1

𝑘=0

 

 

 

(11) 

where 𝑝(𝑡) is 1 inside the spreading symbol period and 0 otherwise. Following [4], BCS ([𝑐0, 𝑐1, 𝑐2… , 𝑐𝐾−1], 𝑓𝑐) is the notation 

used to denote a BCS modulation that uses the specific sequence [𝑐0, 𝑐1, 𝑐2… , 𝑐𝐾−1] and 𝑓𝑐 denotes the spreading symbol rate. 

In Figure 1, it is illustrated a graphic example of how to generate the BCS([0,1,0,1,0,1,1,1], 𝑓𝑐) spreading modulation. In this 

example 𝐾 =  8 and as a consequence each value has a period of  𝑇𝑐/8. 

 
Figure 1 BCS Chip Waveform 

Selection of the Best Spreading Modulation Candidate for the New Acquisition–Aiding Signal 

In order to select the best spreading modulation candidate, first we define the spectra of the current CDMA GNSS systems [1] 

working at the band E1/L1/B1 (Table 2 and Figure 2).  

 

GNSS System Galileo Compass GPS 

Signal E1-OS and E1-PRS B1-AS and OS M-Code, P(Y), L1 C/A and 

L1C 

Spreading modulation MBOC and BOCcos(14,2) BOCcos(14,2),TMBOC BOCsin(10,5),BPSK(10), 

BPSK(1) and TMBOC 

Table 2 Existing Signals and Spreading Modulations 



 
Figure 2 GNSS/E1/L1/B1 Signals PSD 

RFC 
The SSC (1) and (2) of the signal candidates are evaluated and illustrated in Figure 3. Those spreading modulations must 

satisfy the acceptability criterion, otherwise, in case of having high SSCs, they will be dropped.  

 

It must be pointed out that BOC spreading modulation candidates were already proposed as possible candidates in [1]. Table 3 

illustrates the proposed candidates. 

 

Already Proposed Candidates Proposed Candidates 

BOCsin(6.5,0.5) 

BOCcos(6.5,0.5) 

BOCsin(4,0.5) 

 BOCcos(4,0.5) 

BOCsin(4, 1) 

BOCcos(4,1) 

BOCcos(0.5,0.5) 

 BOCsin(0.5,0.5) 

BCS[-1,1](0.5) 

BCS[-1,1,-1](0.5) 

BCS[-1,-1,-1,1,1](0.5) 

BCS[-1,-1, -1, 1, 1](1) 

BCS[-1,1,-1](1) 

BCS[-1,-1,-1,1,-1](1) 

Table 3 Evaluated Spreading Modulation Candidates 

 

Figure 3 shows that BOCsin(0.5,0.5), BCS[-1 1 ](0.5) , and BCS[-1 -1  -1  1  1](0.5) spreading modulations are discarded due 

to the interference caused on the BPSK spreading modulation used by the GPS C/A signal: BPSK0(1). Finally, Table 4 

illustrates the suitable candidates once the RFC criterion has been assessed. 

 

Suitable Candidates 

BOCsin(6.5,0.5) 

BOCcos(6.5,0.5) 

BOCsin(4,0.5) 

 BOCcos(4,0.5) 

BOCsin(4, 1) 

BOCcos(4,1) 

BOCcos(0.5,0.5)  

BCS[-1,1,-1](0.5) 

BCS[-1,-1, -1, 1, 1](1) 

BCS[-1,1,-1](1) 

BCS[-1,-1,-1,1,-1](1) 

Table 4 Suitable Spreading Modulation Candidates After RFC Criterion 

 



 
Figure 3 SSC Coefficients Between Legacies and Proposed Signals 

Correlation Properties 

A very low first to secondary peak to peak ratio on the autocorrelation function increases the false lock error probability and it 

induces problems at the acquisition stage. In figure 4, the normalized autocorrelation function for each spreading modulation 

candidate is illustrated; those with a high secondary peak have been discarded: BOCsin(4,0.5), BOCcos(4,0.5), BOCsin(4,1), 

BOCcos(4,1), BOCsin(6.5,0.5) and BOCcos(6.5,0.5). 

  

It is worth stressing the BCS[-1 -1 -1 1 -1](1) spreading modulation, whose low secondary autocorrelation peak clearly 

outperforms the remaining candidates. Moreover, such a spreading modulation has a small width on the main autocorrelation 

peak which involves better ranging precision. For such a property, BCS[-1 -1 -1 1 -1](1) and BCS[-1 1 -1](1) outperform the 

other candidates.   

 

 
Figure 4 ASF Candidate Signals 



Resistance Against Multipath  

In order to obtain the MPEE results, a front-end bandwidth of 40 MHz, an early-late correlator with a chip spacing 𝑑 = 0.1 

chips and a multipath signal to direct signal amplitude ratio 𝑎 = 0.1 have been selected. MPEE [17] [18] has been obtained for 

both cases, the extreme case ∆ф = 0°, where the direct signal and the multipath signal are in phase and with ∆ф = 180°, 
where signal and multipath are in contra-phase. Following equation (4), it is expected that solutions with lowest chip rate and 

subcarrier-frequency result in worst resistance to multipath. Indeed, BOCcos(0.5, 0.5) and BCS[-1 1 -1](0.5) spreading 

modulations show the poorer performance in terms of MPEE.  On the other hand, the sharpest autocorrelation peak of the 

BCS[-1 -1 -1 1 -1](1)  spreading modulation provides the best results with lower multipath error as a function of the multipath 

delay. 

 

 
Figure 5 MPEE Candidate Signals 

 

Ranging Performances  

Following equation (5), the Gabor bandwidth is computed as a function of the front-end bandwidth for a range from 2 to 40 

MHz.  In terms of performance, the greater bandwidth, the better code-tracking accuracy is obtained. BCS[-1 -1 -1 1 -1](1) and 

BCS[-1 1 -1](1) obtain the greater ranging performance as of 4 MHz. However, for a front-end bandwidth of 2 MHz, 

BOCcos(0.5, 0.5) and BCS[-1 1 -1](0.5) obtain the higher Gabor bandwidth because most of the power of such spreading 

modulation is concentrated through 1 MHz. 

 

 

Figure 6 Gabor Bandwidth Candidate Signals 

Anti-Jamming Capability  

The anti-jamming coefficients for a front-end bandwidth of 40 MHz are illustrated in Figure 7. Clearly, BCS[-1 -1 -1 1 -1](1) 

presents a superior Dem&AJNB and Dem&AJSM performance among the signals due to its flatter power distribution. 

Concerning CT&AJNB and CT&AJMS coefficients, candidates do not show differences bigger than 3 dB.  

 



 
Figure 7 Anti-Jamming Coefficients Front-End Bandwidth of 40 MHz 

 

Summing up this evaluation, it seems that the most interesting solution for the new Acquisition-Aiding signal is the BCS[-1 -1 

-1 1 -1](1) spreading modulation. Spectrum of the final candidate along with the current signals is illustrated in Figure 8. The 

wide power spectrum density of BCS[-1 -1 -1 1 -1](1) (almost 6 MHz) is remarkable, which provides good anti-jamming and 

multipath rejection performance. On the other hand, the use of small front-end bandwidth at the receiver leads to degradations 

in the ranging performance, since most of the useful signal has been filtered by this front-end filter. 

 

 

Figure 8 Spectrum of BCS[-1 -1 -1 1 -1](1) Along With Legacy Signals 

Introduce a Shifted BPSK as a Possible Candidate 

As it is well known, a very low first to secondary peak to peak ratio within the autocorrelation function will increase the false 

lock probability error on the acquisition stage. Moreover, for the BPSK spreading modulation, which is used in the GPS L1 

C/A signal [8], there are no ACF secondary lobes. The following proposition is based on both previous concepts and consists 

in using a shifted BPSK spreading modulation as a candidate for the new Acquisition-Aiding signal. 

 

Two shifted BPSK spreading modulations are evaluated, where the central frequency is 𝑓𝐿1 + 𝑓𝑖 with 𝑓𝑖 ∈ {3𝑓0 , 4𝑓0 } and 𝑓0 is 

the chip frequency used in the GPS L1 C/A signal.  

 

Figure 9 illustrates the BPSK performance and compares it with the BCS candidate performance proposed before. The 

autocorrelation function shows the absence of secondary side lobe within the autocorrelation function, which provides a better 

resilience to false lock probability. Moreover the SSCs show a higher isolation between the candidates and the current signals. 

By the other hand, as the BPSK spreading modulation has smaller bandwidth, the MPEE and the anti-jamming coefficients 

show worst performance than the BCS[-1 -1 -1 1 -1](1) spreading modulation. Concerning the Gabor bandwidth, BCS[-1 -1 -1 

1 -1](1) shows better performance until 6 MHz,  since the power spectral density is not shifted. Finally, it must be remarked 



that shifting the spreading modulation involves an increase of the receiver complexity either due to the increase of the front-

end bandwidth or to not operate in the central frequency of E1 band. 

 

 
 

Figure 9 BPSK Criteria Performances  

III SPREADING CODES CRITERIA FOR THE NEW ACQUISTION-AIDING SIGNAL 

In this section, in order to select the best chip spreading codes, a weighted cost function will be evaluated according to a set of 

criteria [3], based on the autocorrelation and cross-correlation functions. In theory, an ideal spreading code is orthogonal with 

any of its delayed versions and with the entire family codes. This involves that the autocorrelation function is null for any 

relative non-null chip delay and the cross-correlation is null for any relative delay value. Of course, ideal spreading codes are 

not achievable. The currently used imperfect spreading codes obviously underperform with respect to a hypothetical ideal 

code, and this has an impact on the receiver final performance. Following [3], three different criteria have been implemented 

(listed in table 5). Those criteria represent the effect of the non-ideal spreading codes over the acquisition and tracking 

processes as well as over the robustness against narrow-band interferences. All the theoretical background of the cross-

correlation is described in [11]. 

 

The acquisition criterion aims for detecting unwanted correlation peaks at the acquisition process. Those correlation peaks 

arise under hostile environments, where huge attenuations or strong multipath affect the correlation properties of the signal 

itself and degrade the cross-correlation properties in presence of other Galileo satellites signals. An increase of the secondary 

correlation peak leads to an increase of the false acquisition probability, which induces a reduction of the detection 

performance. A simple mathematical model [3] based on the Welch bound [11] is considered to quantify these effects. The 

Mean Excess Welch Square Distances 𝑀𝐸𝑊𝐷𝑀𝑃 (13) criterion is used to evaluate the effects of the multipath on the desired 

signal and is mainly based on the analysis of the ACF function. The Mean Excess Welch Square Distances 𝑀𝐸𝑊𝐷𝑖,𝑗
𝐶𝑇  (14) 

criterion is used to evaluate the effect of the Galileo navigation (intra-system) signals from other satellites on the direct path. In 

order to evaluate the impact over all the code family, average values of 𝑀𝐸𝑊𝐷𝑀𝑃  and 𝑀𝐸𝑊𝐷𝑖,𝑗
𝐶𝑇  are computed. 

 

In the tracking mode, the whole correlation function quality must be taken into account in order to assess the receiver final  

tracking performance. Indeed, as it was shown in [12], any non-ideal spreading code introduces an aggregate perturbation 



denominated average interference parameter, which directly affects the average signal to noise ratio in the receiver. In order to 

evaluate such effects, a tracking criterion called Merit Factor 𝑀𝐹𝑖
𝑀𝑃 (14), which evaluates the multipath effect onto the 

tracking mode and a tracking criterion called Merit Factor  𝑀𝐹𝑖,𝑗
𝐶𝑇 (15), which evaluates the effect of the non-desired satellite 

signals are presented. Average values are computed in order to evaluate the effect over all the code family. 

 
Considering a hypothetical situation where the navigation signal is generated by an ideal spreading code (infinite period), the 

power spectral density should match with the exact envelope shape of the spreading modulation. However, under real 

conditions (finite spreading codes) the lack of pure sequences shows peaks exceeding this envelop. Accordingly, the receiver 

sensitivity to continuous wave interference is increased.  
  
A spreading code with good robustness against narrowband interfering signals should have as less peaks which exceed the 

ideal PSD for the pulse shape envelop as possible. In order to assess such a property, the Excess Line Weight (ELW) is defined 

(16).  Average values are computed in order to evaluate the effect over all the code family. 
 

A single relative weighted cost function can be used to handle an unambiguous methodology to evaluate and compare the code 

sets. The relative weighted cost function is defined in (17). 

  

𝑅𝑖 =∑−𝑤𝑗
𝑐𝑣𝑗̅̅ ̅̅ + 𝑐𝑣𝑖,𝑗

𝑐𝑣𝑗̅̅ ̅̅
 𝑓𝑜𝑟 𝑖 = 1,2, …𝐾

5

𝑗=1

 

 

 

(17) 

where 𝑐𝑣𝑗̅̅ ̅̅  is the mean value of the criterion 𝑗 over all different code sets, 𝑐𝑣𝑖,𝑗 is the value of criterion 𝑗 and code set 𝑖 and 𝑤𝑗  is 

the weighting factor of criterion 𝑗. Depending on the final use of the signal, the weighted values depend of the degree of 

importance between the different criteria. For instance, in the new Acquisition-Aiding signal generation, the acquisition 

criterion should be emphasized. 

 
Criteria Equations Unknowns 

 

 

 

 

Acquisition 

Criterion 

 

 

𝑀𝐸𝑊𝑆𝐷𝑀𝑃 = 𝑚𝑒𝑎𝑛

(

 
 
∑ ∑ (𝐴𝐶𝐹𝑒(𝑙, 𝑓𝑜𝑓𝑓𝑠) − 𝛷𝑚𝑖𝑛)

2

𝑁−1

𝑙=1
𝐴𝐶𝐹𝑒(𝑙,𝑓𝑜𝑓𝑓𝑠)>𝛷𝑚𝑖𝑛

𝑛𝑓𝑜𝑓𝑓𝑠

 

)

 
 
[3] 

 

 

(12) 

 

 

(13) 

𝛷𝑚𝑖𝑛 Welch Bound 

𝑓𝑜𝑓𝑓𝑠 frequency offsets 

𝐴𝐶𝐹𝑒 even ACF 

𝐶𝐶𝑒 even cross-

correlation function 

𝑛𝑓𝑜𝑓𝑓𝑠 number of 

frequency offsets 

𝐴𝑘 𝑘𝑡ℎ value of the 

discrete Fourier 

transform 

𝑛 number of 

frequency points 

𝑀𝐸𝑊𝑆𝐷𝐶𝑇𝑖,𝑗 = 𝑚𝑒𝑎𝑛

(

 
 
∑ ∑ (𝐶𝐶𝑒(𝑙, 𝑓𝑜𝑓𝑓𝑠) − 𝛷𝑚𝑖𝑛)

2

𝑁−1

𝑙=1
𝐶𝐶𝑒(𝑙,𝑓𝑜𝑓𝑓𝑠)>𝛷𝑚𝑖𝑛

𝑛𝑓𝑜𝑓𝑓𝑠

 

)

 
 
[3] 

 

 

 

 

Tracking 

Criterion 

 

 

𝑀𝐹𝑖
𝑀𝑃 =

1

𝑛𝑓𝑜𝑓𝑓𝑠
( ∑ ( ∑ (𝐴𝐶𝐹𝑖

𝑒(𝑙, 𝑓𝑜𝑓𝑓𝑠))
2)

𝑙=1,2,𝑁−2,𝑁−1𝑛𝑓𝑜𝑓𝑓𝑠

 [3] 

 

𝑀𝐹𝑖,𝑗
𝐶𝑇 =

1

𝑛𝑓𝑜𝑓𝑓𝑠
( ∑ (∑(𝐶𝐶𝑖,𝑗

𝑒(𝑙, 𝑓𝑜𝑓𝑓𝑠))
2

𝑁−1

𝑙=0

) [3]

𝑛𝑓𝑜𝑓𝑓𝑠

 

 

(14) 

 

 

 

(15) 

  

Robustness 

Against 

Narrow-Band 

Interferences 

Criterion 

 

 

𝐸𝐿𝑊 = 10log(
1

𝑛
∑ (𝐴𝑘 − √𝑛)

2

𝑛
2

𝑘=−
𝑛
2

𝐴𝑘>√𝑛

) [3] 

 

(16) 

Table 5 Spreading Codes Criteria 



IV CONSTRUCTION OF THE FAMILY CODES  

Section IV explains the design and construction of several families of spreading codes, which will be proposed as possible 

candidates for the new Acquisition-Aiding Signal. One of the most remarkable constraints on the design of a new spreading 

code family is the length of the code which shall be as short as possible, since the new component shall allow a faster 

acquisition process.  We propose a 1023 chips code length, since it is the smallest length which is an entire divisor of the chip 

frequency 1.023MHz and can be generated by a mathematical method.  

 

In [13], several mathematical spreading codes families with a 1023 chips length are illustrated. Some of them, like the Gold 

codes family, have been already used in the design of GNSS signals [8]. Other families such as large Kasami codes could 

potentially be suitable spreading codes family candidates. Other methodologies have been proposed in [6] to generate efficient 

memory codes; these methodologies apply a cost function with constraints in order to optimize some properties or criteria. In 

this paper we are going to develop three spreading code families, the first two families are a Gold and a large Kasami 

spreading code families and the third family applies the methodology describes in [6] in order to generate a memory code with 

length 1023 chips.  

 

Gold Codes 

Gold codes are one important class of periodic sequences, which provides reasonably large sets of codes with good periodic 

cross-correlation and autocorrelation properties. Gold codes have a code period of 𝑁 =  2𝑛– 1 chips and have N+2 codes in 

the set. These codes are constructed from selected m-sequences [14] and particularly by a preferred pairs of m-sequences [14] 

of length 𝑁.  Following Theorem 2 [14], a preferred pairs of m-sequences a and b of period 𝑁 =  2𝑛– 1 generated by primitive 

binary polynomials with no common factor and where  ≠  0 𝑚𝑜𝑑 4 is defined. The set of sequences defined by 𝐺(𝑎, 𝑏) is 

called Gold codes.  

 

 𝐺(𝑎, 𝑏) = {𝑎, 𝑏, 𝑎 + 𝑏,𝑎 + 𝑇𝑏,… , 𝑇𝑁−1𝑏} 
 

(18) 

where 𝑇𝑖𝑎 denotes the operator that produces the sequence whose k-th element is given by 𝑎𝑘+𝑖. It should be noted that Gold 

codes are generated via Linear Feedback Shift Registers (LFSR) as their structure undertakes two binary polynomials as it is 

illustrated in figure 10.  

 

 

Balanced Gold Codes 

A balanced code is a code in which the number of “ones” exceeds the number of “zeros” by one. This kind of codes have 

desirable spectral properties, however not all Gold codes are balanced codes. In order to obtain a family of balanced Gold 

codes, the following procedure [14] must be followed: 

     

 First select a preferred pair of m-sequences a and b of length  𝑁 =  2𝑛– 1. 

 The initial conditions for shift register 2 are obtained by long division of the ratio 𝑔(𝑥)/𝑓(𝑥) ,where 𝑓(𝑥) is the 

characteristic polynomial of sequence b and  𝑔(𝑥) is defined as: 𝑔(𝑥) = 𝑓(𝑥) +
𝑑[𝑥𝑓(𝑥)]

𝑑𝑥
. 

 The initial conditions for shift register 1 correspond to all ones. 

 The set of Gold codes is formed by modulo-2 addition of the two registers, 1 and 2. 

Designing a Balanced Gold Code    

1- Select the first  polynomial  

a. 𝑥10+𝑥3 + 1 → 010000001001 → 2011 

2- Select the second polynomial 

a. 𝐾 = 2 →  𝑞 = 2𝑘 + 1 = 5 → greatest common divisor(10,2) = 2 

b. 𝐹𝑖𝑛𝑑 𝑖𝑛 𝐴𝑛𝑛𝑒𝑥 𝐶 𝑜𝑓 [15]𝑡ℎ𝑒 “𝑑𝑒𝑐𝑖𝑚𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑚 − 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒” 𝑓𝑜𝑟 𝑏 = 𝑎[5] 

c. 𝑏 = 𝑎[5] =  𝑥10 + 𝑥8+𝑥3+𝑥2 + 1 → 010100001101 → 2415 

3- As we want balanced codes we have to obtain the characteristic phase of the sequence 𝑏 

a. 𝑔(𝑥) = 𝑓(𝑥) +
𝑑[𝑥𝑓(𝑥)]

𝑑𝑥
= 𝑥3 

b. 𝐺(𝑥) =  𝑙𝑜𝑛𝑔𝐷𝑖𝑣𝑖𝑠𝑖𝑜𝑛(𝑥
3

𝑥10 + 𝑥8+𝑥3+𝑥2 + 1
⁄ ) → 𝑥7+𝑥5 + 1 

4- Initial registers: 

a. 𝐼𝑛𝑖𝑡𝑎 = 1111111110 



b. 𝐼𝑛𝑖𝑡𝑏 = 0010100001 

Figure 10 give us the schema for the balanced Gold  

5- From the sequences 𝑎 and b we can obtain the family as:  

𝐺(𝑎, 𝑏) = {𝑎, 𝑏, 𝑎 + 𝑏,𝑎 + 𝑇𝑏,… , 𝑇𝑁−1𝑏} 

 
Figure 10 Balanced Gold Code Candidate for the New Acquisition-Aiding Signal 

Large Kasami Codes 

The large Kasami codes [14], like the Gold codes, are a set of periodic sequences with good correlation properties. Large 

Kasami codes have a code period of 𝑁 =  2𝑛– 1 chips under the condition of 𝑑(𝑛, 4)  = 2 . Moreover the family size is equal 

to (𝑁 + 2)√𝑁 + 1. In order to construct the large Kasami codes, a small set of Kasami codes [14] is required. Small Kasami 

codes, as well as No codes, have the most outperforming correlation properties for a code length of 1023 chips, however the 

family size is just √𝑁 + 1 = 32 codes, which is not large enough to cope with all of the satellites of one GNSS constellation.  

 

Following theorem 4 [14], and for the specific code length of 𝑁 = 1023, a preferred pair of m-sequences 𝑎 and 𝑐 are defined. 

In addition, let 𝑏 =  𝑎[𝑠(𝑛)] denotes an m-sequence of period 2
(
𝑛

2
)
− 1 generated by the characteristic polynomial of degree 

n/2, 𝑏 is the decimation sequence of 𝑎 defined by: 

 

 𝑏 = 𝑎 [2(
𝑛
2
) + 1] = 𝑎[33] 

 

(19) 

The set of sequences defined by 𝐾𝐿(𝑎) is then the Large set Kasami sequences:  

  

𝐾𝐿(𝑎) = 𝐺(𝑎, 𝑐) ∪ [ ⋃ {𝑇𝑖𝑏 + 𝐺(𝑎, 𝑐)}

2
(
𝑛
2)−1

𝑖=0

] 

 

(20) 

The family size is equal to (𝑁 + 2)√𝑁 + 1=32800 codes, whereof the most outperforming in terms of correlation terms are 

selected.  

 

Design of Large Kasami Codes 

1- Select the first  Polynomial  

a. 𝑥10+𝑥3 + 1 → 010000001001 → 2011 

2- Select the second Polynomial 

a. 𝐾 = 2 →  𝑞 = 2𝑘 + 1 = 5 → greatest common divisor(10,2) = 2 

b. 𝐹𝑖𝑛𝑑 𝑖𝑛 𝐴𝑛𝑛𝑒𝑥 𝐶 𝑜𝑓 [15]𝑡ℎ𝑒 “𝑑𝑒𝑐𝑖𝑚𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑚 − 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒” 𝑓𝑜𝑟 𝑐 = 𝑎[5] 

c. 𝑐 = 𝑎[5] =  𝑥10 + 𝑥8+𝑥3+𝑥2 + 1 → 010100001101 → 2415 

3- Select the third Polynomial 

a. 𝑏 = [2(
𝑛

2
) + 1] = 𝑎[33] 

b. 𝐹𝑖𝑛𝑑 𝑖𝑛 𝐴𝑛𝑛𝑒𝑥 𝐶 𝑜𝑓 [15]𝑡ℎ𝑒 “𝑑𝑒𝑐𝑖𝑚𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑚 − 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒” 𝑓𝑜𝑟 𝑏 = 𝑎[33] 

c. 𝑐 = 𝑎[33] =  𝑥5 + 𝑥4+𝑥3+𝑥2 + 1 → 000000111101 → 0075 

4- From the sequences 𝑎, 𝑏 and 𝑐 we can obtain the family as:  



a. 𝐾𝐿(𝑎) = 𝐺(𝑎, 𝑐) ∪ [⋃ {𝑇𝑖𝑏 + 𝐺(𝑎, 𝑐)}2
(
𝑛
2
)
−1

𝑖=0 ] 
 

Random Sequences 

A method to create a set of spreading codes with good correlation properties is provided in [6]. The method comprises building 

an initial set of random bits patterns, where each bits pattern represents a potential spreading code, and provides enhanced 

performances compared to the  initial set of bits, the ultimate goal being to select an optimized final set of spreading codes. A 

cost function must be defined in order to determine if the current iteration provides a better solution than the precedent one.  As 

a new Acquisition-Aiding signal is the design goal, a cost function which evaluates the unwanted correlation peaks (those 

which increase the acquisition error probability) is hence proposed [6]. Therefore any correlation value which exceeds the 

Welch bound is considered as a degradation of the system. Equation 21 provides the cost function.   

 
 

𝐹𝑖 = ∑ (𝐴𝐶𝐹𝑒(𝑙) − 𝛷𝑚𝑖𝑛)
2

𝑁−1

𝑙=1
𝐴𝐶𝐹𝑒(𝑙)>𝛷𝑚𝑖𝑛

+∑ ∑ (𝐶𝐶𝑗
𝑒(𝑙) − 𝛷𝑚𝑖𝑛)

2

𝑁−1

𝑙=1
𝐶𝐶𝑗

𝑒(𝑙)>𝛷𝑚𝑖𝑛

𝑗≠𝑖

 

 

(21) 

Each algorithm iteration comprises two steps: a chip flip within the spreading code and the evaluation of the cost function. If 

the chip flip minimizes the cost function regarding the previous iteration, the chip flip is accepted; otherwise the chip flip is 

discarded. The flow diagram of the algorithm is illustrated in figure 11. 

 

 
Figure 11 Diagram Flow for Optimization or Random Sequence 

It is well known that both balanced and minimum ACF side-lobe properties are desired spreading codes characteristics. These 

properties can be set as initial requirements for the initial set of codes. However, after flipping some of the bits, those qualities 

could not be kept.  In order to guarantee those desired properties, two precursor conditions [6] are imposed on the flipping bit 

step. The first one is the balanced invariance condition [6] where bits are always flipped in pairs, i.e., one bit with null value 

and one bit with value 1 are flipped to ensure that the code remains balanced. The second condition is to minimize the ACF 

side-lobe. This property can be ensured by following equation 22. 

 

 𝑎𝑘−1 + 𝑎𝑘+1 = 𝑎𝑗−1 + 𝑎𝑗+1 (22) 

where 𝑎𝑘 and 𝑎𝑗 are the flipping bits. 

 

The initial solution could affect both the time convergence and the final solution performance. In order to select an initial 

feasible solution, the balanced Gold codes or the balanced large Kasami codes, under the minimum ACF side lobe condition 

are proposed as initial codes. 

 

V SPREADING CODES ASSESSMENT 

In this section, five families of spreading codes are compared:  

 Gold codes,  

 Large Kasami codes,  

 Random codes with a random array as an initial solution,  

 Random codes with Gold codes as initial solution and  

 Random codes with large Kasami codes as initial solution.  



Those families are compared under the criteria defined in section III. All codes are balanced and have the minimum ACF side-

lobes. The size of the subset of codes used to evaluate the performance is 100 codes. To select the hundred codes Gold family 

and the hundred codes Kasami family, the best 100 codes under (21) have been considered. In the case of Random Codes 

families, the optimization process iterates a fixed number of iterations equal to 20000, which is considered large enough for the 

convergence of the optimization process. Table 6 summarizes the different criteria values for the 5 families of codes. From 

table 6, it can be gathered that the hence defined criteria are not of the same order of magnitude and should all be normalized in 

order to make a fair comparison between them. This is the main justification for computing a relative weight cost function 

(17). It is also remarkable that random codes families values are very close for the 5 criteria, with better  AMEWSDMP and 

AMEWSDCT values if we compare with the Gold and Kasami families.  This can be explained by the fact that the minimization 

problem computed in the random codes generator process consists in minimizing both the  AMEWSDMP and AMEWSDCT 

criteria. 

 

 Gold Codes Large Kasami 

Codes 

Random codes Random codes 

Init. Gold Codes 

Random codes 

Init. Kasami 

Codes 

𝐴𝑀𝐸𝑊𝑆𝐷𝑀𝑃 0.09550 0.0911 0.0881 0.08840 0.08881 

𝐴𝑀𝐸𝑊𝑆𝐷𝐶𝑇  0.09629 0.09127 0.09022 0.09035 0.09018 

𝐴𝑀𝐹𝑀𝑃 0.00096 0.00096 0.00094 0.00099 0.00094 

𝐴𝑀𝐹𝐶𝑇 0.98985 0.9903 0.98946 0.98944 0.9894 

𝐴𝐸𝐿𝑊 19.5320 19.5670 19.2296 19.2905 19.25164 

Table 6 Selection Criteria for 5 Families of Spreading Codes 

Table 7 illustrates the weighted relative criteria expressed in (%) for the 5 families of spreading codes. In this table, the results 

of the cost function are also illustrated as well as the ranking position between the 5 families. Furthermore, a weighting 

criterion with a uniform weight vector, 𝑊𝑒𝑖𝑔ℎ𝑡 =  [0.2, 0.2, 0.2, 0.2, 0.2], is applied. Thanks to the cost function, an objective 

criterion can be defined to obtain the spreading codes family ranking. From the ranking row, random codes family obtains the 

best cost function value and consequently is considered as the best set of codes among the five families. Figure 12 illustrates 

the weight cost function results of table 7. 

 

Figure 13 illustrates the weighted criteria and the weight cost function solution for a weighting criterion with a weight vector 

equal to 𝑊𝑒𝑖𝑔ℎ𝑡 =  [0.35, 0.35, 0.1, 0.1, 0.1]. In this example, more importance is given to the acquisition criteria and 

consequently those families of codes with better performances on AMEWSDMP and AMEWSDCT improve their relative cost 

function value. 

  

 Gold Codes Large Kasami 

Codes 

Random codes Random codes 

Init. Gold Codes 

Random codes 

Init. Kasami 

Codes 

𝐴𝑀𝐸𝑊𝑆𝐷𝑀𝑃(%) 0.0565 0.0087 -0.0258 -0.02198 -0.0174 

𝐴𝑀𝐸𝑊𝑆𝐷𝐶𝑇(%) 0.0504 -0.0042 -0.0157 -0.01432 -0.0161 

𝐴𝑀𝐹𝑀𝑃(%) -0.0017 0.0031 -0.0186 0.03313 -0.0158 

𝐴𝑀𝐹𝐶𝑇(%) 0.00015 0.00063 -0.00024 -0.00026 -0.00027 

𝐴𝐸𝐿𝑊(%) 0.0081 0.0099 -0.0074 -0.0043 -0.0063 

Cost Function 2.2721 0.3651 -1.3599 -0.1551 -1.1221 

Ranking 5 4 1 3 2 

Table 7 Weighted Relative Criteria for 5 Families, 𝑾𝒆𝒊𝒈𝒉𝒕 =  [𝟎. 𝟐, 𝟎. 𝟐, 𝟎. 𝟐, 𝟎. 𝟐, 𝟎. 𝟐] 

 



 
Figure 12 Weighted Cost Function Results for 5 Families, 𝑾𝒆𝒊𝒈𝒉𝒕 =  [𝟎. 𝟐, 𝟎. 𝟐, 𝟎. 𝟐, 𝟎. 𝟐, 𝟎. 𝟐] 

 
Figure 13 Weighted Cost Function Results for 5 Families, 𝑾𝒆𝒊𝒈𝒉𝒕 =  [𝟎. 𝟑𝟓, 𝟎. 𝟑𝟓, 𝟎. 𝟏, 𝟎. 𝟏, 𝟎. 𝟏] 

From figures above, it can be verified that the performance of the random codes families with an initial solution from Gold or 

Kasami codes are worse than the random code family with a random initial array. This situation can happen when the number 

of iterations is large, as is the case here (20000 iterations).  

 

CONCLUSION 

This paper has described the methodology followed to study two critical issues for the development of a new Acquisition-

Adding signal for the future GNSS Galileo system. A new spreading modulation compatible with the current GNSS systems as 

well as a new spreading codes family enabling the reduction of the false acquisition probability under hostile environments 

have been subject of our study. 

 

Several criteria such as the interference compatibility, correlation properties, multipath effect, ranging performance or anti-

jamming capability have been evaluated in order to select the new spreading modulation. Among all these properties, the 

Radio Frequency Compatibility evaluated by the Spectral Separation Coefficients establishes an acceptability criterion due to 

an interference compatibility requirement. Furthermore, to ease the acquisition process, one must seek for a high first to 

secondary peak-to-peak ratio in the autocorrelation function. Simulation results show that the BCS[-1 -1 -1 1 -1](1) spreading 

modulation is considered as the most interesting solution.  

 

Selection criteria based on the auto- and cross-correlation as well as the Doppler offset have been taken into account for 

selecting the new spreading codes family. Those criteria describe both acquisition and tracking modes as well as the multipath 

and narrow band interference effects.  In order to assess all the criteria, a relative weighed cost function has been evaluated. 

Several families have been compared with the cost function: the Gold and large Kasami families, which have been designed 

following a mathematical model and a random codes family which is computed based on a cost function minimization process. 

Simulation results show how the random code family outperforms the remaining candidates in terms of acquisition process by 

exhibiting the lowest cost function among all the candidate codes families.  

 

Future works will investigate other aspects such as channel coding or the data message structure in order to develop the new 

Acquisition-Adding signal for the future GNSS Galileo System.     
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