
HAL Id: hal-03130465
https://inria.hal.science/hal-03130465

Submitted on 30 Jun 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution| 4.0 International License

Sparse representations and dictionary learning: from
image fusion to motion estimation

Jean-Yves Tourneret, Adrian Basarab, Nora Leïla Ouzir, Qi Wei

To cite this version:
Jean-Yves Tourneret, Adrian Basarab, Nora Leïla Ouzir, Qi Wei. Sparse representations and dictionary
learning: from image fusion to motion estimation. 41st International Geoscience and Remote Sensing
Symposium (IGARSS 2021), IEEE Geoscience and Remote Sensing Society, Jul 2021, Brussels /
Virtual, Belgium. pp.25-28, �10.1109/IGARSS47720.2021.9554890�. �hal-03130465�

https://inria.hal.science/hal-03130465
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


SPARSE REPRESENTATIONS AND DICTIONARY LEARNING: FROM IMAGE FUSION TO
MOTION ESTIMATION

J.-Y. Tourneret(1), A. Basarab(2), N. Ouzir(3) and Q. Wei(4)

(1) University of Toulouse/INP-ENSEEIHT/IRIT/TSA, 2 Rue Charles Camichel, Toulouse, France (jean-yves.tourneret@toulouse-inp.fr),
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ABSTRACT

The first part of this paper presents some works conducted with Jose
Bioucas Dias for fusing high spectral resolution images (such as
hyperspectral images) and high spatial resolution images (such as
panchromatic or multispectral images) in order to build images with
improved spectral and spatial resolutions. These works are related to
Bayesian fusion strategies exploiting prior information about the tar-
get image to be recovered constructed by dictionary learning. Inter-
estingly, these Bayesian image fusion methods can be adapted with
limited changes to motion estimation in pairs or sequences of im-
ages. The second part of this paper explains how the work of Jose
Bioucas Dias has been a source of inspiration for developing new
Bayesian motion estimation methods for ultrasound images.

Index Terms— Image fusion, motion estimation, sparse repre-
sentations, dictionary learning.

1. INTRODUCTION

Fusion of multi-sensor images has been explored during recent years
and is still a very active research area [1]. A popular fusion prob-
lem in remote sensing consists of merging a high spatial resolution
panchromatic (PAN) image and a low spatial resolution multispec-
tral (MS) image. Many solutions have been proposed in the litera-
ture to solve this problem, known as pansharpening. More recently,
hyperspectral (HS) imaging acquiring a scene in several hundreds
of contiguous spectral bands has opened a new range of relevant
applications such as target detection and spectral unmixing. How-
ever, while HS sensors provide abundant spectral information, their
spatial resolution is generally limited. To obtain images with good
spectral and spatial resolutions, the remote sensing community has
been devoting increasing research efforts to the problem of fusing
HS with MS or PAN images. From an application point of view,
this problem is also important as motivated by recent national pro-
grams, e.g., the Japanese next-generation space-borne hyperspectral
image suite (HISUI), which fuses co-registered MS and HS images
acquired over the same scene under the same conditions. An exam-
ple of multi-band image fusion is illustrated in Fig. 1. The problem
of fusing images with different spectral and spatial resolutions was
studied during the PhD thesis of Qi Wei conducted from Oct. 2012
to Sept. 2015 in the university of Toulouse. Jose Bioucas Bias vis-
ited the university of Toulouse in Feb. 2015 and June 2015 as an
invited Professor and had the outstanding idea of regularizing this
fusion problem with penalizations based on dictionary learning. The
resulting fusion algorithms will be presented in Section 2.
Motion estimation from a sequence of temporal medical images is
apparently a very different problem, consisting of estimating the dis-

placements between pixels contained in successive frames. In car-
diac imaging, motion estimation is the first step towards assessing
quantitative parameters such as strain or stiffness, well-known to
carry useful clinical information. Among medical imaging modali-
ties, ultrasound is well adapted to cardiac motion estimation given its
high frame rate, from tens to hundreds or even thousands of images
per second depending on the acquisition scheme, e.g., compared to
magnetic resonance or computed tomography. However, estimating
accurately the cardiac motion from ultrasound data is still a challeng-
ing problem, mainly because of the high amount of speckle noise
affecting the images and of the high complexity of myocardium de-
formation. This motion estimation problem was addressed in the
PhD thesis of Nora Ouzir, conducted from Oct. 2015 to Oct. 2018
in the university of Toulouse, in which the multi-sensor image fu-
sion problem was adapted to estimating the motion between several
ultrasound images. More precisely, image fusion and motion estima-
tion can be addressed by solving similar inverse problems defined by
data fidelity terms and appropriate regularizations based on dictio-
nary learning. Jose Bioucas Dias visited the university of Toulouse
as an invited Professor in July 2017 and Feb. 2018 and had very
relevant feedback about the motion estimation problem.
This paper summarizes the works conducted on image fusion and
motion estimation with Jose Bioucas Dias. It is organized as fol-
lows. Section 2 describes the inverse problem that Jose Bioucas Dias
suggested to improve the spatial and spectral resolution of several
remote sensing images. It is presented in details for HS and MS im-
ages but can be generalized to any pair of remote sensing images.
The generalization of this fusion problem to motion estimation is
presented in Section 3. Conclusions are reported in Section 4.

2. FUSION OF IMAGES WITH DIFFERENT SPATIAL AND
SPECTRAL RESOLUTIONS

2.1. Problem formulation

Mathematically, the fusion of HS and MS images can be formulated
as the following minimization problem

min
U
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regularizer

(1)
where the two first terms are associated with the MS and HS images
(data fidelity terms) and the last term is a penalty ensuring appro-
priate regularization (YH and YM are the observed HS and MS im-



ages,X = HU is the unknown full resolution image that has been
projected onto a subspace of lower dimension using the orthogonal
matrix H , B is a decimation operator acting on the bands, S is a
downsampling matrix, R is the spectral response of the MS sensor
and ΛH,ΛM are diagonal matrices containing the noise variances,
see [2] for more details). Note that recovering the projected high-
spectral and high-spatial resolution image U from the observations
YH and YM using (1) is a linear inverse problem (LIP).

Fig. 1: Pavia image: HS (left), MS (middle) and fused image (right).

2.2. Image fusion based on dictionary learning

The strategy proposed in [2] and suggested by Jose Bioucas Dias to
solve the LIP (1) was to use the self-similarity property of natural
images, and introduce a sparse regularization term to regularize the
fusion problem. This regularization relies on a decomposition of the
scene on a set of dictionaries (with one example shown in Fig. 2).
The goal of this sparse regularization is to represent the patches of
the target image as a weighted linear combination of a few elemen-
tary basis vectors or atoms, chosen from a learned over-complete
dictionary. The sparse regularization can be defined as

φ(U) =
1

2

m̃λ∑
i=1

∥∥Ui − P
(
D̄iĀi

) ∥∥2
F
, (2)

where

• Ui ∈ Rn is the ith band (or row) of U ∈ Rm̃λ×n, with
i = 1, . . . , m̃λ (n is the number of image pixels and m̃λ is
the dimension of the projection subspace),

• P(·) : Rnp×npat 7→ Rn×1 is a linear operator that averages
the overlapping patches of each band,

• D̄i ∈ Rnp×nat is an overcomplete dictionary whose columns
are basis elements of size np (patch size),

• Āi ∈ Rnat×npat is the ith band code (nat is the number of
atoms and npat is the number of patches for the ith band).

The dictionary atoms and the supports of the corresponding active
coding coefficients can be jointly learned from the observed images.
Conditionally on these dictionaries and supports, the maximum a
posterior (MAP) estimator of the unknown image can be computed
using an optimization framework to solve the fusion problem. The
resulting fusion method based on sparse representation and dictio-
nary learning provided smaller spatial error and smaller spectral dis-
tortion with a reasonable computation complexity compared with

Fig. 2: Example of a learned dictionary.

other state-of-the-art fusion methods as summarized in Table 1 (ex-
tracted from [2] where the different performance measures RMSE,
UIQI, SAM, ERGAS and DD are defined). This improvement was
attributed to the specific sparse prior designed to regularize the re-
sulting inverse problem.
To further reduce the computational complexity of solving the as-
sociated optimization problem, following the method developed in
[3], we introduced a robust fast multi-band image fusion method
based on a generalized Sylvester matrix equation solver. Specifi-
cally, this generalized Sylvester matrix equation associated with the
multi-band image fusion problem was solved in a more robust and
efficient way by exploiting the Woodbury formula, avoiding any per-
mutation operation in the frequency domain as well as the blurring
kernel invertibility assumption required in [3]. Thanks to this im-
provement, the fusion algorithm required fewer computational oper-
ations and was also more robust with respect to the blurring kernel
of [3]. The resulting algorithm was tested with different priors con-
sidered in [3] and the experimental results shown in Table 2 demon-
strated the robustness of the fusion algorithm with a Sylvester matrix
equation with a reduced computational cost.

Table 1: Performance of different Pansharpening (HS + PAN) methods for
the Moffett field image: RMSE (in 10−2), UIQI, SAM (in degree), DD (in
10−2) and Time (in seconds).

Methods RMSE UIQI SAM ERGAS DD Time
MAP 1.857 0.9690 4.162 2.380 1.356 2

Wavelet MAP 1.848 0.9697 4.191 2.354 1.360 55
CNMF 1.964 0.9669 4.569 2.467 1.450 5
HMC 1.748 0.9730 3.996 2.234 1.288 7828

Rough Ũ 1.853 0.9691 4.158 2.375 1.355 \
Proposed 1.745 0.9731 3.948 2.231 1.281 252

2.3. Joint fusion and unmixing

To further explore and leverage the intrinsic physical spectral prop-
erties of the multi-band images, we proposed to extend the proposed
fusion method to solve the spectral unmixing and image fusion prob-
lem jointly. Specifically, each spectral vector of an image can be rep-
resented by a linear mixture of several spectral signatures, referred
to as endmembers with some examples shown in Fig. 3. Mathemat-
ically, we have X = MA, where M ∈ Rmλ×p is the endmember
matrix whose columns are spectral signatures and A ∈ Rp×n is
the corresponding abundance matrix whose columns are abundance
fractions. This linear mixture model (LMM) has been widely used



Table 2: Performance of HS+MS fusion methods: RSNR (in dB), UIQI,
SAM (in degree), ERGAS, DD (in 10−3) and time (in second).

Prior Methods RSNR UIQI SAM ERGAS DD Time

Gaussian
FUSE 29.243 0.9904 1.513 0.902 6.992 0.27

R-FUSE 29.243 0.9904 1.513 0.902 6.992 0.24

TV
FUSE 29.629 0.9914 1.456 0.853 6.761 133

R-FUSE 29.629 0.9914 1.456 0.853 6.761 115

in HS unmixing. Note that using this LMM is the main difference
with the algorithm of [2], in which each spectral vector of an image
is decomposed in a subspace as X = HU. In this setting, instead of
learning sparse representation from the observed images, the regu-
larization is implicitly imposed by a low rank representation inherent
to the linear spectral mixture model and by non-negativity and sum-
to-one constraints resulting from the intrinsic physical properties of
the abundances. The endmember signatures and abundances are then
jointly estimated from the observed multi-band images, using con-
strained linear regression problems, which can be solved efficiently
by the alternating direction method of multipliers (ADMM).

Fig. 3: Examples of endmember signatures for different materials.

More precisely, the joint fusion and unmixing problem can be ad-
dressed by solving the following minimization problem

min
M,A

L(M,A) s.t. A ≥ 0, 1T
p A = 1T

n , 0 ≤M ≤ 1, (3)
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Instead of solving this problem by decoupling two data terms as
in [2], the algorithm based on the LMM, referred to as FUMI, di-
rectly minimizes the associated objective function and updates the
endmembers and abundances alternatively, both using an ADMM.
Specifically, the updates for abundances consisted of solving a
Sylvester matrix equation and projecting onto a simplex. Thanks
to the R-FUSE algorithm of [4], this Sylvester equation can be
solved analytically thus efficiently, requiring no iterative update. On

the other hand, the endmember updating can be divided into two
steps: a least square regression and a thresholding, that are both
not computationally intensive. This FUMI algorithm gave better
fused images and better unmixing results when compared to other
state-of-the-art methods with slightly more cost, mainly due to the
alternating updates of the endmembers and abundances.

3. MOTION ESTIMATION

3.1. Image pairwise motion estimation

Traditionally, optical flow-based methods are used to estimate the
cardiac motion maps from a pair of ultrasound images representing
the heart at two different instants of the cardiac cycle. Within such
approaches, the motion is estimated by minimizing a cost function
composed of two terms, a data fidelity term, generally derived from
statistical assumptions on the ultrasound images, and a spatial reg-
ularization term mitigating the ill-posedness of the problem. In our
previous work, we have shown that the accuracy of the estimation
can be greatly improved by incorporating two additional ingredi-
ents: (i) a sparsity-based regularization term employing a dedicated
dictionary containing typical local cardiac motion patterns [5], and
(ii) a robustification of each term of the cost function against out-
liers (such as image attenuation, parasite wave reflections, or motion
boundaries) [6]. Let us denote by I ∈ R2n the vectorized pair of
input images and by U ∈ R2n the motion field to be estimated, n
being the number of pixels in each image. In [6], the robust ap-
proach (ii) made use of M-estimator-based weights Q, S, and W
rejecting the outliers of the optical flow data fidelity term, spatial,
and sparsity-based regularizations, respectively. The resulting mini-
mization problem was

min
U,α
‖Q1/2(∂tI +∇ITU)‖22 + λs‖S1/2∇U‖22

+ λd
∑

p
‖W 1/2

p (P pU −Dαp)‖22

s.t ‖αu,p‖0 ≤ K, ‖αu,p‖0 ≤ K,∀p, (4)

where∇ is the spatial gradient operator and the parameters λs ∈ R+

and λd ∈ R+ control the influence of each term on the cost function.
The third term in (4) is the sparsity-based regularization, which op-
erates patch-wise on the horizontal and vertical motion components.
The patches are extracted using the operatorP p, where the subscript
p denotes the patch index. The sparse coefficients indicating the el-
ements in the dictionaryD to be used for each patch are denoted by
αu,p and αv,p for the horizontal and vertical components. Finally,
K is a user-defined parameter adjusting the sparsity level.
This robust approach using a sparsity-based regularization showed
interesting improvements over the standard optical-flow [6]. Fig. 4(a)
shows an example of an estimated motion field illustrating how the
method accurately describes the complex inward motions of the
systole phase. While this method allowed us to estimate the cardiac
motions from pairs of images efficiently, it did not incorporate the
temporal aspect of the problem. Specifically, we did not account for
the temporal dynamics of motion, that can be captured by process-
ing multiple ultrasound frames at the same time. Fig. 4(b) shows an
example of temporal evolution of the displacements for a physical
structure in the mid segment of the heart. One can see how the dis-
placements of this point, obtained from image pairwise estimation
lack smoothness while the motion itself is continuous in time.

3.2. Generalization to image sequences

Image pairwise motion estimation is sub-optimal because it does not
allow for incorporating and reinforcing the temporal coherence of



Fig. 4: (a) Example of an estimated motion field using the pair-wise method,
and (b) Displacements for a specific pixel (yellow square) over the entire
cardiac sequence.

motion fields. Generalizing the previous algorithm to image se-
quences was thus an appealing idea, albeit not straightforward to
apply. The main difficulties were related to the much larger size of
the problem, the non-linearity associated with incorporating tempo-
ral coherence, as well as the non-convexity of the original `0-based
sparsity constraint. These challenges were addressed in close col-
laboration with Jose Bioucas-Dias during his one month visit as an
invited professor at Toulouse University in 2018. The contributions
of Prof. Bioucas-Dias in medical imaging, and particularly in ul-
trasound imaging, date back to 1996, with his inspiring work on
contour estimation in echocardiography [7]. His contributions to the
field of ultrasound imaging continued more recently in the context of
3D reconstruction [8]. It was also with great enthusiasm that Prof.
José Bioucas-Dias accepted to collaborate on the topic of cardiac
motion estimation. He valued the easy access to ultrasound data us-
ing existing platforms that were not available a few years ago.

Our collaboration with Prof. Bioucas-Dias focused on two key
aspects of cardiac motion estimation from image sequences. First, a
reformulation of (4) using the entire sequence of images and differ-
ent regularizations was proposed. This aspect of our collaboration
involved 1) a careful reformulation of the optical-flow data fidelity
term, 2) a relaxation of the sparsity constraints, and 3) the design of
a novel linear temporal regularization ensuring a smooth evolution
of the motions. The resulting minimization problem was

min
U,Ω

1

2
‖Y +AU‖2F + λs(‖LhU‖2F + ‖LvU‖2F )

+ λd‖PU −DΩ‖2F + λ‖Ω‖1 + λTET(U), (5)

where the optical-flow related temporal and spatial derivatives of all
the m images in the sequence have now been included in Y ∈ Rnm
and A ∈ Rnm×2nm. Similarly, Ω contains the sparse coefficients
of all the patches in the sequence (P now operates on m images),
and the motions to be estimated areU ∈ R2nm. Note that we used a
convex relaxation of the sparsity constraint using the `1-norm and an
additional regularization term enforcing temporal coherenceET. For
conciseness, we will not develop this temporal regularization term
introduced in the conference paper [9]. Note also that the spatial
regularization has been split to horizontal and vertical terms using
the gradient operators Lh and Lv , respectively. The parameters λ
and λT again control the trade-off between the different terms of the
objective function.
A second crucial contribution focused on developing an efficient
optimization strategy for (5). Prof. Bioucas-Dias had conducted
leading works on solving challenging inverse problems, such as the
dictionary learning-based fusion method described in the previous

section. In our joint work, he proposed a new C-SALSA-based
method (with reduced computational cost) for solving the minimiza-
tion problem (5) (see [9] for more details). Fig. 5 shows the displace-
ments corresponding to the same pixel of Fig. 4 obtained by this new
temporally coherent method. One can see the obvious improvement
in the smoothness of the estimated displacements.

Fig. 5: Displacements of the pixel (yellow square) of Fig. 4 (a) obtained by
minimizing the new cost function in (5) incorporating temporal coherence.

4. CONCLUSIONS

The authors of this paper would like to dedicate this work to their
friend Jose Bioucas Dias who sadly and unexpectedly passed away
in September 2020. They will never forget his enthousiasm that mo-
tivated these works and his personal kindness.
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