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Abstract—Accurately determining signal time-delay is crucial
across various domains, such as localization and communication
systems. Understanding the achievable optimal estimation per-
formance of such technologies, especially during design phases,
is essential for benchmarking purposes. One common approach
is to derive bounds like the Cramér-Rao Bound (CRB), which
directly reflects the minimum achievable estimation error for
unbiased estimators. Different studies vary in their approach
to deal with the degree of misalignment in the global phase
originating from both the transmitter and the receiver in a single
input, single output (SISO) link during time-delay estimation
assessment. While some treat this phase term as unknown, others
assume ideal calibration and compensation. As an alternative to
these two opposing approaches, this study adopts a more balanced
approach by considering that such a phase can be estimated with
a defined uncertainty, a measure that could be implemented in
many practical applications. The primary contribution provided
lies in the derivation of a closed-form CRB expression for
this alternative signal model, which, as observed, exhibits an
asymptotic behavior transitioning between the results observed
in previous studies, influenced by the uncertainty assumed for
the mentioned phase term.

Index Terms—Cramér-Rao bound, time-delay and phase esti-
mation, band-limited signals.

I. INTRODUCTION

Time-delay estimation is a field of study with widespread
applications across multiple domains [1]–[3], as it provides
valuable insights into the propagation of a signal through
different mediums. For some applications it constitutes a
fundamental component, such as in localization via Global
Navigation Satellite Systems [4] [5], direction of arrival es-
timation in array processing [6] [7] or synchronization in
communication [8] . For this reason, it is imperative to possess
an understanding of the attainable optimal estimation perfor-
mance of such technologies, particularly during the design
phases, where such knowledge may serve as an indicator
of feasibility. A common approach followed in the state of
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the art is to derive the Cramér-Rao Bound (CRB) [9] to
bound the variance in the estimation, which equals the mean-
squared error (MSE) for unbiased estimators [9]. The CRB
is a well established statistical tool which provides a simple
and effective way to formulate an expression that bounds the
MSE of unbiased estimators [10], [11]. Depending on whether
the relative distance in a transmitter-to-receiver link is static or
dynamic, it may be necessary to take into account the Doppler
effect in the estimation of the time-delay. It is the reason
why numerous CRBs expressions have been derived for the
time-delay τ and Doppler frequency b estimation considering
parametric narrow-band signal models, for instance [12]–[16],
making emphasis on time-delay estimation, and regarding
the Doppler frequency as a nuisance parameter [9] requiring
estimation for its compensation. Most of these studies include
a phase term ϕ = ψ+wcτ , which combines a phase component
ψ, representing the degree of misalignment in the global phase
originating from both the transmitter and the receiver, with the
phase term wcτ attributable to the wave propagation process.
Since both terms cannot a priori be distinguished one from
another, studies adopt two main strategies to model ϕ. On
the one hand, as in [17], [18], most of the existing studies
propose to group ϕ into the signal’s amplitude α, turning the
latter into a complex parameter. On the other hand, as in [19],
[20], ψ is assumed to be perfectly calibrated and compensated,
giving way to the inclusion of wcτ in theoretical derivations.
As an alternative to these two opposing approaches, this study
adopts a more balanced approach that could be implemented
in many practical applications. Indeed, rather than assuming
perfect calibration of ψ, it considers a scenario where it is
estimated with a certain level of uncertainty, akin to real-world
conditions where calibration steps can provide measurements
up to a certain level of precision.

In that perspective, the primary contribution provided lies
in the derivation of a closed-form CRB expression for this
alternative signal model, which, as observed, exhibits an
asymptotic behavior transitioning between the results observed
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in previous studies, influenced by the uncertainty assumed for
the mentioned phase term.

This communication is organized into three main sections.
Firstly, Section II introduces the use-case scenario, the as-
sumed band-limited signal model, and the notation used. Fol-
lowing that, Section III offers the derivation of the CRB associ-
ated to general signal model accounting for both the time-delay
and the Doppler effect. Then, it introduces a simplification
by disregarding the Doppler effect, and provides two cases of
interest for the resulting expressions. Subsequently, Section IV
outlines the tests conducted to validate the previously derived
CRBs, along with providing remarks based on the observed
results. Finally, Section V provides a summary of the main
points of this contribution, highlighting the key observations.

II. SIGNAL MODEL

The signal model utilized in this manuscript is based on
the well-known conditional signal model (CSM) [10], [11],
and it is formulated according to previous contributions in the
same topic [21]–[24]. Hence, as detailed in [20], the received
band-limited signal after the Hilbert filter can be expressed as,

x(t) =
(
αejϕ

)
c(t;η)e−jwcb(t−τ) + n(t), (1)

where ηT = (τ, b), ϕ = ψ+wcτ , α ∈ R+ is the signal’s am-
plitude and n(t) a complex zero-mean additive white Gaussian
noise (AWGN), and c(t) is the base-band signal. This study
assumes parameter ψ to be estimated. Thus, (1) becomes,

x(t) = αa(t;η) + n(t), n(t) ∼ CN (0, σ2
n), (2)

where a(t;η) = c(t)ejψeφ(t;η), and φ(t;η) = −jwc(τ +
b(t− τ)), with wc = 2πFc. Moreover, in addition to (2), it is
assumed the availability of ψa as a sensor measurement of the
true phase offset ψ, modeled as a stochastic variable following
a normal probability distribution function (PDF) with a degree
of uncertainty given by the variance σ2

a,

ψa(t) = ψ + na(t), na(t) ∼ N (0, σ2
na
). (3)

The discrete-time signal model representation considers the
acquisition of N ′ = N ′

2−N ′
1+1 samples from (2). To ensure

operation under the asymptotic regime it is assumed that N ′
1 ≪

N1, N
′
2 ≫ N2. The associated sampling rate is Ts = 1/Fs,

and Fs ≥ B, B being the signal’s bandwidth. This is,

x = αa(η)+n, x =

 x(N ′
1Ts)
...

x(N ′
2Ts)

 , n =

 n(N ′
1Ts)
...

n(N ′
2Ts)

 ,

(4)
and,

a(η) =

 c (N ′
1Ts − τ) e−jwc(τ+b(N

′
1Ts−τ))

...
c (N ′

2Ts − τ) e−jwc(τ+b(N
′
2Ts−τ))

 eψ. (5)

where n ∼ CN (0, σ2
nIN ′). The set of unknown parameters to

be estimated are

ϵT = (σ2
n, ζ

T ), ζT = (α,θT ), θT = (ψ,ηT ), (6)

being τ and b, the time-delay and Doppler frequency, respec-
tively.

III. CRAMÉR RAO BOUND

The signal models in (2) and (3) represent the combination
of two Gaussian PDFs; one stemming from the additive noise
n(t), and another from the measurement ψa. This contribution
formulates the CRB expression by deriving the associated
Fisher Information Matrix (FIM) [25]. For this particular use-
case, the FIM for the vector of unknown parameters ϵ, denoted
as F(ϵ), is derived considering a joint PDF from both x(t) and
ψa;

p(x, ψa; ϵ) = p(x; ϵ)p(ψa;ψ), (7)

which results in:

F(ϵ) =

= E
{
∂2 ln(p(x, ψa; ϵ))

∂ϵ∂ϵT

}
,

= E

{
∂2
(
ln p(x; ϵ) + ln p(ψa;ψ)

)
∂ϵ∂ϵT

}
,

= E
{
∂2 ln p(x; ϵ)

∂ϵ∂ϵT

}
+ E

{
∂2 ln p(ψa;ψ)

)
∂ϵ∂ϵT

}
,

= F(x, ϵ) + F(ψ), (8)

with E{·} being the expectation operator. The FIM can be
conveniently obtained in both cases by applying the Slepian-
Bangs formula [26] for each unknown parameter in ϵ, since
the two PDFs involved are Gaussian. Hence,

F(ζ) =

 F (α) [F (α,ψ),F(α,ηT )][
F (ψ, α)
F(η, α)

]
F(θ)

 , (9a)

with,

F(θ) =

[
F (ψ) F(ψ,ηT )

F(η, ψ) F(η)

]
, (9b)

and,

F(η) =

[
F (τ) F (τ, b)
F (b, τ) F (b)

]
, (9c)

are explictly given by1

F(ζ) =

2

σ2
n


∥a(η)∥2

[
0, αℜ

{
a(η)H ∂a(η)

∂ηT

}]
[

0

αℜ
{
a(η)H ∂a(η)

∂ηT

}T] F(θ)

 ,
(10a)

1Note that ℜ{·} and ℑ{·} represent the real and imaginary part operators,
respectively.
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with,

F(θ) =


∥a(η)∥2α2 +

σ2
n

2
1
σ2
na

α2ℑ
{
a(η)H ∂a(η)

∂ηT

}
α2ℑ

{
a(η)H ∂a(η)

∂ηT

}T
α2ℜ

{(
∂a(η)
∂ηT

)H
∂a(η)
∂ηT

} ,
(10b)

where the squared-matrix arrangement in (10a) facilitates the
operations towards a closed-form for CRBη which is the
primary goal of this study. For this, the first step consists
in computing CRBθ which contains CRBη . The inverse
of F(ζ) can be formulated by means of the block matrix
inversion lemma [27]. Considering the following matrix ar-
rangement,

F(ζ)−1 =

[
A11 A12

A21 A22

]−1

=

[
A−1

11 +A−1
11 A12C

−1
2 A21A

−1
11 A−1

11 A12C
−1
2

C−1
2 A21A

−1
11 C−1

2

]
, (11)

CRBθ is calculated as,

CRBθ ≡ C−1
2 = (A22 −A21A

−1
11 A12)

−1, (12)

which results in

CRB−1
θ =

2α2

σ2
n

 ∥a(η)∥2 + σ2
n

2
1
σ2
na

ℑ
{
a(η)H ∂a(η)

∂ηT

}
ℑ
{
a(η)H ∂a(η)

∂ηT

}T
F(η)


(13)

with

F(η) = ℜ

{(
∂a(η)

∂ηT

)H
∂a(η)

∂ηT

}

−
ℜ
{
a(η)H ∂a(η)

∂ηT

}T
ℜ
{
a(η)H ∂a(η)

∂ηT

}
∥a(η)∥2

. (14)

The block matrix inversion lemma is applied again, as in (12),
to yield the expression for CRBη

CRBη =
σ2
n

2α2

(
ℜ

{(
∂a(η)

∂ηT

)H
∂a(η)

∂ηT

}

−
ℜ
{
a(η)H ∂a(η)

∂ηT

}T
ℜ
{
a(η)H ∂a(η)

∂ηT

}
∥a(η)∥2

−
ℑ
{
a(η)H ∂a(η)

∂ηT

}T
ℑ
{
a(η)H ∂a(η)

∂ηT

}
∥a(η)∥2

+
ℑ
{
a(η)H ∂a(η)

∂ηT

}T
ℑ
{
a(η)H ∂a(η)

∂ηT

}
∥a(η)∥2(1 + 2σ2

na
SNRout)

)−1

. (15)

Considering the following relationships,

ℜ{AHA} = ℜ{A}Tℜ{A}+ ℑ{A}Tℑ{A}, (16)

equation (15) can be further derived into,

CRBη =
σ2
n

2α2

(
ℜ

{(
∂a(η)

∂ηT

)H
∂a(η)

∂ηT

}

−
ℜ
{(

a(η)H ∂a(η)
∂ηT

)H (
a(η)H ∂a(η)

∂ηT

)}
∥a(η)∥2

+
ℑ
{
a(η)H ∂a(η)

∂ηT

}T
ℑ
{
a(η)H ∂a(η)

∂ηT

}
∥a(η)∥2(1 + 2σ2

na
SNRout)

)−1

. (17)

The derivative terms in (17) are provided as a function of (2),
to facilitate subsequent calculations;

∂a(t;η)

∂ηT
=

(
∂a(t;η)

∂τ
,

∂a(t;η)

∂b

)
= −Qv(t;η) eψ (18)

where,

Q = −
[
jwc(1− b) 0 1

0 jwc 0

]
, (19)

v =
[
c(t), (t− τ)c(t), c(1)(t)

]T
. (20)

With this decomposition and assuming a band-limited signal,
a closed-form expression of the CRBη can be derived via the
Nyquist-Shannon theorem [28], applied to the discrete-time
signal model in (4). Indeed,

lim
(N ′

1,N
′
2)→(−∞,∞)

Ts

N2′∑
n=N ′

1

v(nTs;η)v
H(nTs;η)

=

∫ ∞

−∞
v(t)vH(t) dt = W, (21)

lim
(N ′

1,N
′
2)→(−∞,∞)

Ts

N2′∑
n=N ′

1

v(nTs;η)a
∗(nTs;η)

=

∫ ∞

−∞
v(t)a∗(t) dt = w, (22)

with,

W =


w1 w∗

2 w∗
3 w∗

4

w2 W2,2 w∗
4 W ∗

4,2

w3 w4 W3,3 W ∗
4,3

w4 W4,2 W4,3 W4,4

 , w =


w1

w2

w3

w4

 . (23)

The following relationships are proved to be useful to refor-
mulate the derivative terms in (17) as,(

∂a(η)

∂ηT

)H
∂a(η)

∂ηT
= (−Qv eψ(η))H(−Qv eψ(η))

= QvvHQH

= FsQWQH (24a)

a(η)H
∂a(η)

∂ηT
= (a(t;η)eψ)H(−Qv eψ(η))

= −Qv eψ(η)cH(t;η)

= −Fs(Qw)T . (24b)
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The expressions in (24) can be included in (17), yielding to:

CRBη =
Fsw1

2SNRout

(
Fsℜ

{
QWQH

}
−

Fsℜ
{
(Qw)H(Qw)

}T
w1

(25a)

+
Fsℑ

{
(Qw)H(Qw)

}T
w1(1 + 2σ2

na
SNRout)

)−1

, (25b)

where the signal-to-noise ratio (SNR) at the output of the
receiver’s matched filter SNRout [9] for the true parameters
α0 and η0, can be determined as,

SNRout =

ℜ
{(

a′(η)
∥a′(η)∥

)H (
α0a′

(
η0
))}2

E

[
ℜ
{(

a′(η)
∥a′(η)∥

)H
n

}2
]

∣∣∣∣∣∣∣∣∣∣
η

=

(
α0
)2 ∥∥a′ (η0

)∥∥2
(σ0

n)
2

2

=
2 ∥a∥2

(σ0
n)

2

(
α0
)2

=
2Fsw1

(σ0
n)

2

(
α0
)2
.

(26)

Equation (25) presents a squared matrix, which after being
inverted provides in its diagonal the asymptotic estimation
performance of parameters τ and b. Compared to the results
obtained in previous studies on the same topic [17], [21], [22],
[24], equation (25) depends not only on σ2

n, α,η, but also on
the uncertainty σ2

na
, introduced by the measurement of ψa, as

denoted in (25b).
Two cases of interest arise after assessing the limits of (25)
with respect to σ2

na
,

lim
σ2
na

→0
CRBη =

Fsw1

2SNRout

(
Fsℜ

{
QWQH

}
−

Fsℜ
{
(Qw)H(Qw)

}T
w1

+
Fsℑ

{
(Qw)H(Qw)

}T
w1

)−1

, (27a)

lim
σ2
na

→∞
CRBη =

Fsw1

2SNRout

(
Fsℜ

{
QWQH

}
−

Fsℜ
{
(Qw)H(Qw)

}T
w1

)−1

. (27b)

It is noteworthy that when σ2
na

→ 0, meaning perfect
knowledge of ψa, (27a) aligns with the expression derived in
[19], which assumes perfect knowledge of parameter ψ within
its signal model. Conversely, when σ2

na
→ ∞, indicating

an inability to infer the ψ parameter, (27b) aligns with the
expression derived in [17], where terms ψ and α from (2) were
amalgamated and estimated as a single unknown parameter.
Thus, the behavior of (25) is expected to fall between the
bounds derived in [17] and [19], due to the impact of the
product between σ2

na
and SNRout defined in (25b).

A. Signal model with known Doppler effect

In certain applications, there may be no requirement to
account for the Doppler effect stemming from the dynamics
between the transmitter and the receiver. Therefore, the es-
timation performance evaluations of static scenarios are not
influenced by the unknown parameter b. As a consequence,
the signal model can be reformulated as,

x(t) = αc(t−τ)ejψejwcτ +n(t), n(t) ∼ CN (0, σ2
n). (28)

Subsequently, the vector of unknowns reduces to:

ϵ = (α, σ2
n, ζ), ζ = (ψ, η), η = τ. (29)

Notably, η in this case represents a scalar variable. The
derivations presented in Section III remain applicable up to
the definition of the derivative terms in (18). In this scenario,
the definition is reformulated as follows:

∂a(t− τ)

∂τ
= qv, (30)

where,

q = [jwc, 1], (31)

v = [c(t− τ), c(1)(t− τ)]T . (32)

These vectors facilitate the reformulation of (17), akin to the
process that yields (25). However, now:

W =

[
w1 w∗

3

w3 W3,3

]
, w =

[
w1

w3

]
. (33)

Thus, the expression derived in (25) yields to the CRB for the
signal model in (28) once the redefinition in (33) is applied,

CRBτ =
Fsw1

2SNRout

(
Fsℜ

{
qWqH

}
−

Fsℜ
{
(qw)H(qw)

}T
w1

(34a)

+
Fsℑ

{
(qw)H(qw)

}T
w1(1 + 2σ2

na
SNRout)

)−1

. (34b)

A similar assessment as in Section III can be conducted
for (34). On the one hand, when σ2

na
→ ∞ the term

(34b) disappears to give way to the expression obtained in
[17]. However, in this case, when σ2

na
→ ∞, the resulting

expression follows that of [20, Sec. 6.1], due to the fact that
in this case the derivations considered a signal model with a
compensated Doppler effect.

IV. VALIDATION OF THE RESULTS

The aim of this section is to validate and analyse the CRB
expressions obtained in (25) and (34), denoted as CRBτ
and CRB′

τ , respectively, for the time-delay τ parameter. It
is worth noting that since the tests addressing the asymptotic
estimation performance for the Doppler parameter b yielded
the results already presented in [20], and earlier in [17], its
assessment does not offer any additional contribution and was
consequently excluded from this analysis. To provide contrast,
three additional CRB expressions derived in previous studies
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were also simulated and compared, as they offer valuable
points of reference for comparison. On the one hand, the
bound derived in [17], designated as CRBm

τ , employs a signal
model that assumes full uncertainty regarding parameter ψ,
and thus ϕ, leading to α ∈ C, as presented in (1). In this
case, ψ is merged with the signal’s amplitude α, converting
it into a complex-valued parameter that accounts for changes
in both sources, and which was estimated as a single entity.

On the other hand, CRBbτ designates the bound in [19],

0 20 40 60 80 100 120 140

-70

-65

-60

-55

-50

-45

-40

-35
CRB

CRB
m

CRB
b

Fig. 1. CRBτ in (25), tested for σ2
na

= (−60,−50, . . . ,−10, 0) [dB].
CRBb

τ and CRBm
τ define the bounds for CRBτ .

0 20 40 60 80 100 120 140

-70

-65

-60

-55

-50

-45

-40

-35
CRB

CRB
m

CRB
b

CRB
e

Fig. 2. CRB′
τ in (34), tested for σ2

na
= (−60, . . . , 0) [dB]. Now, CRBe

τ
and CRBm

τ define the bounds for CRBτ .

where ψ was assumed to be known and compensated for,
enabling the incorporation of wcτ into the signal model and
subsequent derivations involved in the estimation performance
assessment. Then, [20, Sec.6.1] provided a simplification
of [19], yielding CRBeτ , by considering the Doppler effect
b to be known and compensated. The perspectives offered

0 20 40 60 80 100 120 140

-70

-65

-60

-55

-50

-45

-40

-35 CRB

CRB

CRB
m

CRB
b

CRB
e

Fig. 3. CRBτ in (25), and CRB′
τ in (34), tested for σ2

na
=

(−60, . . . , 0) [dB]. Both curves overlap during the pleateau region and
converge to CRBm

τ . However, CRBτ starts aligned with CRBb
τ , whereas

CRB′
τ to CRBe

τ .

by these contributions are instrumental for this study. Note
that, as σ2

na
tends towards infinity, it implies nearly complete

uncertainty in ψ, resembling the situation outlined in [17].
Conversely, as σ2

na
decreases, ψ can be regarded as known,

aligning more closely with the scenario depicted in [20].

To assess these perspectives, the testing setup utilized a
GPS L1 C/A signal [5], which is composed by a periodic
Gold CDMA sequence of 1023 chips modulated by a Binary
Phase Shift Keying (BPSK) at a carrier frequency Fc. An
integration time of 1ms was set, together with a Doppler
effect of 500Hz. The simulations were conducted for a set
of 7 different values of σ2

na
ranging from −60dB to 0dB, in

steps of 10dB. These represent the level of confidence in the
estimation of ψ, which affect both expressions in (25) and (34).

The results of the simulations are shown in figures 1 to
3. On the one side, figure 1 shows the RMSE provided by
CRBτ as a function of the SNRout, for the mentioned set
of σ2

na
values. In addition, it includes CRBbτ and CRBmτ

for comparison. A foremost remark is that every CRBτ
behavior for each σ2

na
choice can be categorized into three

distinct regions: initially following CRBbτ , next plateauing
with zero slope, and finally aligning with CRBmτ . In the
first region, all CRBτ RMSE values align with CRBbτ .
As σ2

na
increases, CRBτ deviates earlier from CRBbτ to

form a plateau, which persists until SNRout values allow
CRBτ to converge to CRBmτ . This phenomenon validates
the expression obtained for CRBτ as it shows the anticipated
behavior when examining the limits of (25) in Section
III. At low SNRout, the impact of (25b) becomes more
influential, resulting in an expression for CRBτ similar to
CRBbτ . Conversely, as SNRout increases, σ2

na
becomes more

negligible, leading CRBτ to behave like CRBmτ .
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A similar assessment to that provided in figure 1 can
be done for figure 2. In this case, since the Doppler effect b
was assumed to be known and compensated, CRB′

τ denotes
lower RMSE at earlier SNRout values, compared to CRBτ .
In other words, CRB′

τ aligns with CRBeτ in the first region,
which is located at lower MSE values than CRBbτ . This
phenomenon was similarly noted in [20, Sec. 7], where it was
attributed to the incorporation of additional information into
the signal model, resulting in an reduction of approximately
6dB in the RMSE for any value of SNRout.

Finally, in figure 3, a comparison is made between CRB′
τ

and CRBτ , revealing that while CRB′
τ initially aligns with

CRBeτ at lower RMSE values, the plateau regions occur at
the same RMSE level as that of CRBτ for any σ2

na
value

selected.

V. CONCLUSION

Optimal time-delay assessments are frequently constrained
by an unknown phase term due to transmitter-receiver mis-
alignment in the antenna center of phases. This paper in-
troduces a model treating this term as a stochastic variable,
mirroring the measurement process undertaken by a sensor
with a limited degree of precision. Time-delay and Doppler
estimation performance is evaluated via the derivation of the
CRB for two scenarios: a general signal model affected by the
Doppler effect, and a static scenario without Doppler. Testing
across various uncertainty levels associated with the unknown
phase term, as a function of the receiver’s SNR, reveals no
novel findings for the Doppler effect compared to results
obtained in previous contributions. Conversely, in the case of
the time-delay parameter, three operation regions are observed.
Firstly, the CRBs align with two associated reference bounds.
Such reference bounds were derived in previous studies under
the assumption of perfect knowledge on the antenna phase off-
set. Secondly, both CRBs form an almost zero-slope plateau.
Lastly, they converge to a common reference bound, which
was derived in a previous contribution and assumed complete
uncertainty in the mentioned phase term. Notably, the CRB
from the case disregarding the Doppler effect initially aligns
with the reference bound at around 6dB lower error level.
However, the second region shows that the error level for both
CRBs is primarily determined by the uncertainty in the phase
offset, for a wider range of SNR values. This underscores the
critical role of sensor calibration for measuring such unknown
phase term for improved performance.
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