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Abstract—\We propose a novel DTN routing algorithm, called order to find the maximum achievable throughput that the
DQN, specifically designed for quasi-deterministic netwdts with  network can handle [9]. Other schemes, such as Contact Graph
an application to satellite constellations. We demonstrat that Routing [4], propose to compute the optimal route for DTN

our proposal efficiently forwards the information over a satllite f di H Il th techni ealb
network derived from the Orbcomm topology while keeping a lav messages forwarding. However, all these techniques a as

replication overhead. We compare our algorithm against oter ON & pre-computed algorithm, require a high computation
well-known DTN routing schemes and show that we obtain the effort and are not fault tolerant.

lowest replication ratio without the knowledge of the topobgy

and with a delivery ratio of the same order of magnitude than

a reference theoretical optimal routing. We assume a LEO constellation without storage in the
Index Terms—DTN routing, satellite constellations payload and no inter-satellite links either. End-to-endneo
munications are done in a multi-hop manner from gateways
I. INTRODUCTION to gateways via satellites. This illustrates the interemitt

Satellite constellations have a dynamic character in temfmsChar"j‘Cter of the chogen topology since gateways are r?oya"”a
covered by a satellite. Over such a LEO constellation, pre-

mobility and connectivity. However, their dynamics are thos ; . .
predict};\ble and static r)guting enabled bz a pre-com aticomputed routing algorithms are often used. These algosith

' : ompute routing tables of each gateway for a given duration
of the network routes, can be applied to them [15][7]. Th tg’ o + Ay]. Thus, routing tables are fixed durinty, and

main drawback of pre-computed routing schemes is to . . .
P P g will not be recomputed even if an outage occurs during this

static and not tolerant to link outages. Other dynamic rauti . d. Basicall ted algorith odant
approaches, such as MANET routing, cannot be applied Rgriod. basicaly, a pre-computed aigorithm correspo
implementation of an optimal algorithm if no failures occur

all satellite constellations as most of the nodes might %%d there is no buffer limitation. As a consequence. such a
intermittently connected. Furthermore, common DTN rogitin™ . . . L . quence,
routing scheme is not resistant to link failure. If a link isvth

are not efficient as they have been initially designed toquerf during a time before\,, the delay to detect it, to compute new

over random topologies. . . :
DTN was initially created for interplanetary networks [2 outing tables and to upload them in each node might result
several data losses.

but received a great success for opportunistic networks [

Several DTN routing schemes have been proposed for social

and random networks [16][13][3][10], however the idea of In this paper, we propose to cope with this periodic com-
using DTN routing algorithms over LEO satellite constelputation scheme problems by designing an optimal DTN
lations is quite new. The quasi-deterministic characteraofreplication-like routing scheme for such quasi-deterstiai
satellite constellation makes current DTN routing prope@sanetworks. We focus on the optimal number of replication
(specifically designed for random networks) not optimalrovevithout too much delay compromise and we test our routing
such specific topologies. We qualify a satellite topology gwotocol over the Orbcomm topology [1]. The rationale of
guasi-deterministic since the traffic nature and link oagagusing Orbcomm is linked to its intermittent connectivithig
might compromise the inherent deterministic characteihef texplains why this topology is best suited for users who send
constellation. In particular, in Section 1V, we show thatremt very small amounts of data and where services are much like
implemented DTN routing schemes have a too high replicatiemail and messages based (as over DTN networks) [1]. In
overhead for satellite networks where the cost of transmiSection Il, we drive an analysis of the contacts and inter-
sion must be taken into consideration. Existing proposaientacts duration of Orbcomm nodes. Following this analysi
attempt to improve the delivery throughput based on theimultve propose a novel DTN routing algorithm. We evaluate our
commodity theorem [11]. The principle behind, which extendroposal against other well-known DTN routing algorithms
the definition of the max-cut min-flow theorem [8], is to buildn Section IV and in a more realistic scenario in Section V.
a graph by analysing a given quasi-deterministic topolagy Finally we conclude and discuss this work in Section VI.



[1. ANALYSIS OF THE CONSTELLATION this repartition. For each figure, the light point corresgmn
The objective of this section is to characterize the studid@ the reference gateway and the dark surface represents the
topology in terms of contacts and inter-contacts duratidfachable area. The darker the surface, the more frequent th
between gateways and their distribution. We also assess $Rgtact with the gateway. We define the availability as thie ra

inter-gateway availability. The study presented belowrigeh between the average contact duration and the total duration
over a bipartite network: a constellation of satellites andAn availability of 1 means that the gateway and the remote

set of terrestrial gateways. For the sake of simplicity, wet fi 0cation are permanently connected. However, this figuesdo
consider that the terrestrial gateways are uniformly itisted Ot Provide the exact repartition of contact duration artefrin

(a more realistic scenario will be detailed Section V). Base&ontact duration according to the localisation of the gatew
on Orbcomm, the constellation is formed by 35 satellitd§deed, thisis only an average. Nevertheless, a low avifjab
distributed over six orbital planes. Three orbital planestain c0rresponds generally to a low average contact duratioraand
eight satellites and one contains seven satellites albumiy 10Ng average inter-contact duration.

spaced. A polar and a retrograde orbital plane each contains
two satellites. In this study, the terrestrial gateways @ame
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Fig. 1. Orbital traces and footprints

Fig. 2. Spatial and temporal distribution of the contacsuad a gateway
(two separate gateways are represented in each figure).

We now present the hypotheses used to analyse this topol-
0gy.

A. Main hypothesis

We consider that there is no storing data buffer inside theWe now focus on the routing aspects and evaluate the
satellites and no inter-satellite link (ISL). Thus, eacteite possible existing paths. This evaluation is mandatory ttebe
is considered as a simple data link between two terrestritg¢sign our routing algorithm. We have chosen two representa
gateways. When a link is available, a contact between t#ige gateways, one sender that continuously sends data whil
terrestrial gateways is enabled and is defined by a cont#tg other receives them. Each of thé2 gateways replicates
duration. All data are carried between the terrestrialgags in an epidemic manner the data sent. Then, we look at the
where, in our experimental scenarios, some of them ai@utes taken by each data according to their sending time.
senders while others are receivers. Note that each gatewéy. 3 gives the results obtained at four different startinges.
has the knowledge of the geographical position of all oth@hanks to a clustering algorithm, we have identified the five

C. Determination of the routes

gateways. best clusters of routes in terms of delay for a given starting
) ) o time. For instance, Fig. 3(a) gives five set of routes, with
B. Contacts and inter-contacts duration characteristics representing a set af routes that have the same and best

We first illustrate the gateway service availability whicldelay and same path minus one or two hops. Respectively, the
corresponds to the distribution of the immediately reatdhamext Figures 3(b), 3(c), 3(d) repeat the process for a differ
locations around a gateway. Fig. 2 gives a representationstdrting time spaced by000 seconds.



This experiment allows to conclude that the fastest routéégorithm 1 DQN Routing Algorithm

are not static and time dependent. Another aspect underling.: function forward
by Fig. 3 and particularly by Fig. 3(d) is the fact that these i 2: # A router R have to decide whether or not to forward the

no spatial and temporal correlation. As this is not the psepo

bundle

of the paper and due to space constraints, we do not presehtif R == Bundle.source(}hen

results that analyse the resilience time (i.e. lifetime)tled 4
fastest route which is anyway very low. 5:
In summary and following several experiments, we haves:
concluded that the lifetime of the routes and the intermitte 7:
character of the links prevent the use of standard mobile
network routing such as AODV [14] or OLSR [5] that would 8:
allow the topology to be fault tolerant. In a general mantier,
design of a MANET routing protocol is not adapted over suchs:
topology and a DTN approach must be preferred. Followingp:

# R is the source of the bundle
for Contact C of Rdo
# R checks all its contacts
it (Nbsentcopies < L) AND (EAST WEST reparti-
tion respected)then
bundle is forwarded to C and marked with the
appropriate direction (EAST or WEST)
EAST/WEST repartition updated
Nbsentcopies ++

this analysis, in the next section we design a new DTN routinig: end if
scheme that takes advantage of the topology, comparing itta end for
well-known DTN routing proposals. 13: else
14:  # Riis not the source of the bundle

% & 15:  for each ContacC; of R do

‘o 0 | 16: R requests fronC; its list of contactsLc, = {47}
5 o (] 5.2 = 17 end for

40 ) § o -t § - 18: # Rhasa list of contacts composed by all the contacts

20 2 &0 s list denoted: A = {L¢,} U{C};}

T e T e 19: R seeks inA the closest contact to the destination
@) (0) denoted K where K is closest than R
20:  # The distance computation takes into consideration the

a0 80 direction of the bundle

§§ & ™ gg 21: if K existsthen
50 T=] 5.9 22: # An interesting contact can be exploited

o AT P 23: R forwards the bundle to one of its own cont&ct

80 s 80 that is in contact with K

-160-120 -80 -40 0 40 80 120 160 -160-120 -80 -40 O 40 80 120 160 .
LONG LONG 24: end |f
©) (d) 25: end if

Fig. 3. Five best routes between two gateways at timeg,t& -+ 1000,

to + 2000, to + 3000

source sprayé copies (also called bundle messages [2]) while
trying to respect the balance between west and east in arder t

IIl. ALGORITHM PROPOSED

increase the chance to discover one of the five fastest routes

We rely on the previous analysis in order to design an efflthen, no further replication is done. Otherwise,fifis an
cient dynamic routing algorithm without pre-computing.eThintermediate gateway which gets one bundle message, & take
developed algorithm has to be able to determine every kind@forwarding decision as follows:

routes, from the shortest to particular routes such as tles on 1)
illustrated in Fig. 3(d). Note that we seek to be failure stsit,
this means that even if a connection between two gateways
falls down, data must be delivered over an alternative path a
the expense of an increase of the delivery time. We note thap)
each route goes either eastbound or westbound. In the ezampl
of Fig. 3(d), the fastest routes are all westbound (note that
this property is linked to the Orbcomm constellation togylo
and can be changed). Taking this property into account, we3)
develop a replication-like algorithm. We recall that eod-t
end communications are done in a multi-hop manner from
gateways to gateways via a satellite.

The proposed algorithm, DON, is detailed in Algorithm 1.

R requests the current contacts list from all its imme-
diate contact gateways; (line #15 in Algorithm 1), to
build a list of achievable gateways (i.e. as illustrated in
Fig. 4); ‘

after retrieving a set of achievable gatewdys }, the
intermediate gateway decides to forward to one of its
immediate contact which is also in contact with th¢
gateway the closest to the destination (line #19);

if the intermediate gateway does not find any consistent
forwarding gateway, it keeps the copy and wait a fixed
period in order to obtain a better list of contacts.

IV. PERFORMANCE EVALUATION

The beginning of this pseudo code (line #3) deals with the In this section, we give a first evaluation of DQN algorithm.
case where the gatewal is the source. In this case, theln order to provide a consistent analysis, we evaluate the



with n; 440 the number of bundle transmissions for the
selected routing algorithm and; ,,; the number of bundle
transmissions in the optimal case. Note that the Epidemic
scheme is the best case in terms of delay but the worst in terms
of replicates overhead. The direct competitor to our prapos
seems to be RAPID. However, the most important result is
that in terms of overhead, our proposal obtains the besescor
Fig. 4. lllustration of the forwarding decision compared to all other schemes.
Previous results provide the average delay. However, it is
. o _important to also compare these algorithms with their delay
perfo_rmance of our proposal against other similar DTN rogiti repartition. An algorithm might display similar performen
algorithms. _ _ than another on average but can present either a very short or
There are two classes of DTN routing algorithms. Those th@éry long delay. To drive this comparison and to complement
only forward copies (e.g. hot-potato routing) and those thgese results, Fig. 5 gives the CDF of delays. If we consider a
replicate a set of infinite or limited copies. As our algamith ¢ompromise between delay and overhead in terms of number
is a replication-like algorithm, we compare our proposal {gf replicated messages, our proposal displays the bes-trad
Epidemic, Binary Spray and Wait (BSW), PROPHET angdjf |t highly decreases the overhead, at least by 35%, which
RAPID algorithms. is the most important aspect in a satellite context and obtai
Epidemic was chosen to give a lower bound of the delay.delivery delay only about 20% higher compared to RAPID.
This scheme has the biggest overhead in terms of numbergia|ly and to better assess the performance of our proposal
disseminated copies but is the fastest in terms of time eigliv 4 percentage gain balance is plotted in Fig. 6. This figure
considering that the buffer of the topology are infinite. Vée U sums up the whole results provided in Fig. 5. A positive value
the Epidemic scheme as the reference scheme for delayyBingjeans that our proposition offers better performances ¢han

Spray and Wait was chosen because it is a popular and efficigien scheme (the gain is relative] < G < 1).
DTN routing algorithm which limits the number of replicates

Despite of being optimal for purely random networks, we may 08
expect poor results from this scheme over a quasi-detestioni ol
topology. In our context, due to the per-hop communication 02l
scheme, the relative diversity of each node is low and the ol ||
average route length is high. Moreover, BSW requires at leas 04t l

a 2" replication factor to follow a route with intermediate i
nodes. As the average route length is high, BSW will need a

high replication factor to correctly perform and obtain doo Fig. 6. Gains results against DQN
delivery ratio performance. For instance, to be able tofoll

an eight intermediary hops path, the replication factor tmus

be greater thaR56, yielding to a high overhead and even not V. EXPERIMENT IN A REALISTIC SCENARIO

adapted to a satellite constellation. We propose in this section to evaluate and compare our
The advantage of PROPHET algorithm is to detect particulafgorithm over a more realistic scenario. Thus, we define
contact schemes. This makes it a strong candidate to @Uitopology of 33 gateways placed near major towns. Fig.
proposal. However, the performance of this protocol isejuity presents their localization. The main characteristichis t
sensitive to its initial parameters, 3, v [12]. topology is to present isolated gateways. We propose thdurt
Finally, we choose RAPID which is based on a per-messaggtimize the message delivery by analysing the new contacts
and a global utility computation, because this scheme isvkno djstribution resulting from this sparse repartition anétmble
to obtain fair performance in terms of delivery delay. a contact learning phase in order to discover these isolated
In order to drive a representative simulation, we select fogateways. The objective is to prevent spurious replication
different pairs of nodes. Each pair corresponds to a giv@feas where the destination would never be reachable.
source and destination and generates a traffi226fbundles Fig. 8 presents the results obtained and show that our
spaced byl000 seconds. We fix_ to five in DQN. Results algorithm outperforms RAPID in this context. The overhead
are presented in Fig. 5. For each routing algorithm, we plgbserved is low while the delay is in the worst case, 35%
the end-to-end delay, defined as the time between the Gﬂea‘iﬁgher than the 0ptima| de|ay_ This experiment is a simp|e

of the bundle and the reception of the first replicate by th&ample that will be further studied in a future work.
destination. We also represent the average overhead is t&frm

AR?

Average Gain

Delay
ngrhead

-0.8 .
Epidemic BSW128 BSW256 RAPID PROPHET

number of replicates. The per-bundle overhe@gljs defined VI. CONCLUSION
for each bundle as follows: We propose in this paper a novel DTN routing algorithm
0 Nt algo — Nt,opt specifically designed for quasi-deterministic network&ie T
b=

Nt opt main objective is to propose an alternative to pre-computed
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routing scheme commonly used over satellite constellation
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replication overhead most of current DTN routing scheme
without too much delay compromise. This makes our solution
a potential candidate to enable fault-tolerant routingrove
satellite constellation.

In a future work, we expect to deeper investigate this
scheme in several other scenarios and to investigate furthe
optimizations in the case of isolated gateways.
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