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Abstract: 

As part of aircraft certification and optimization, wing bending and twist measurements are performed 
under various load cases (aircraft weight, speed, angle of attack, etc.) to validate and improve wing 
deformation models. Since these measurements are acquired during flight, their analysis requires to 
face strong environmental constraints. Indeed, the highly varying luminosity conditions, the presence of 
possible reflections or shadows, the vibrations and the deformations of the entire aircraft, are strong 
constraints that need to be considered carefully.  

Current approaches applied in Airbus are based on inertial measurement units installed inside the wing, 
or on photogrammetry-based solutions using calibrated sensors and retro-reflective targets located on 
the wings. These methods are not only highly intrusive, but also require time-consuming installation, 
calibration phases and dedicated flights to produce only sparse measurements. Moreover, the use of 
reflective targets on the wing has an impact on the wing aerodynamic, which should be avoided.  

In this paper, we investigate a new method for estimating wing deformations. This method adapts a 
photogrammetry approach classically used for reconstructing buildings or art structures to the aircraft 
environment. To this aim, we propose to use synchronous videos from high resolution cameras, which 
can be easily installed on the aircraft windows and on the vertical stabilizer. Appropriate features are 
extracted from the images acquired by these cameras, related to wing joints or reference points located 
on the aircraft wing. The system uses these features to autonomously recalibrate itself at each frame 
and provide a dense 3D reconstruction of the wing in the aircraft reference coordinate system. Some 
experiments conducted on real data acquired on Airbus aircrafts show that the proposed estimation 
method provide promising results. 
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1.    Introduction 

Theoretical models of aircraft deformations are 
developed to predict wing fatigue and behavior 
in all flight conditions, simulating the wing defor-
mations for varying scenarii depending for exam-
ple on aircraft weight, speed, or angle of attack. 
These models are built on the Finite Element 
Method (FEM) reflecting the mechanical proper-
ties of the aircraft. However, theoretical models 
may slightly differ from the real aircraft behavior. 
Therefore, in aircraft certification procedures, it 
is necessary to measure the 3D deformations of 
wings to assess and further correct the models. 
This paper considers the specific case of wing 
deformations, which is important for many prac-
tical applications. 

First of all, one could instrument the wing of in-
terest to acquire the measurements. However, 

placing sensors inside the wing requires difficult 
installation, and provides only few measurement 
points. Another solution would be to install sen-
sors on the wing surface, but this operation 
should be conducted carefully, by avoiding to in-
troduce disturbances in the wing aerodynamic 
properties. For these reasons, we consider in 
this study a non-contact 3D measurement 
method, based on multiple view photogrammetry 
form video cameras. It is worth mentioning that 
LIDAR (Light Detection and Ranging) recon-
struction is also a potential good candidate for 
the problem addressed in this work. 

The use of cameras for wing deformation esti-
mation faces several constraints. On the one 
hand, camera positioning is restricted presently 
since the only available positions are on aircraft 



windows and on the aircraft rear stabilizer. More-
over, due to the geometry of the aircraft, cam-
eras on windows with grazing views of the wing, 
should be close enough to guarantee a good 
overlap between images, which is not ideal for 
photogrammetry triangulation. Indeed, the opti-
mal distance between cameras should be close 
to the distance between each camera and the 
observed object. Finally, we must also take into 
account that cameras will slightly move during 
the flight as the whole aircraft is deforming. 

On the other hand, our system should be robust 
to varying environmental conditions. Indeed, lu-
minosity variations during the flight, potential 
shadows or reflections on the wing surface 
strongly impact the 3D reconstruction method. 
For instance, Fig. 1 illustrates the impact of lumi-
nosity variations on some real images, showing 
the variability of the observed images. 

This paper is structured as follows. Section 1 
presents the current methods applied in Airbus 
to provide the wing deformation measurements. 
The proposed new photogrammetry approach is 
introduced in Section 3. Results obtained on real 
Aircraft measurements are reported in Section 4. 
Conclusion and perspectives are finally reported 
in Section 5. 

 

Fig. 1. Several views of the same wing leading edge 
under various illuminations. 

 

2.   Current Reconstruction Method  

To estimate wing twist and bending, recent air-
craft used in Airbus flight tests consider inertial 
motion units (IMU) installed inside the wing. 
These systems can deliver real time and accu-
rate measurement of the wing bending and twist 
with respect to a reference inertial unit at the 
center of the aircraft. However, IMUs are not al-
ways available, and they only produce sparse 
measurements. Indeed, only a few IMUs can be 
installed inside the wing as they require difficult 
installation. Therefore, for some specific needs, 
Airbus also uses a photogrammetry approach. 

    2.1.    Photogrammetry 

The photogrammetry system used by Airbus to 
estimate wing deformation is based on retro-re-
flective targets stuck orthogonally to the wing 

surface, observed by cameras installed on win-
dows. The estimation approach is similar to the 

studies presented [1] and [2] (see Fig. 2 for il-
lustration). To limit distortions, standard win-

dows in front of the cameras are replaced by 
metrological ones. During flight, cameras are 
triggered synchronously with flashes, illuminat-
ing the targets to easily and accurately detect 
targets. Finally, the accurate position of targets 
and cameras is initialized through a long calibra-
tion phase, and cameras are attached such that 
that their locations remain fixed with respect to 
the aircraft. 

 

Fig. 2. Example of an aircraft wing imaged using a 
photogrammetry system (from [2]). 

 

Though this system provides very satisfying re-
sults during tests, it has several drawbacks. 
First, the use of protuberant targets on the wing 
induces aerodynamic disturbances, which can 
alter the aerodynamic properties of the wing and 
reduce the flight domain of the aircraft, thus en-
forcing the need for dedicated fights. Secondly, 
to reduce the camera motions during flight, the 
mechanical fixations of the cameras are intrusive 
and not easy to install. Another drawback is the 
time consuming calibration step required for the 
system, which could be lightened. Finally, the 
method provides only sparse measurements as-
sociated with target locations, and the necessary 
time to recharge our flashes does not allow us to 
record several images per second.  

    2.2.    Other Studies 

Other investigations in the domain of contactless 
3D reconstruction were perform in Airbus. In this 
field, we can mention the IPCT (image pattern 
correlation technique) which was tested on air-
craft A380 [15] and A350. Using pairs of cam-
eras, this technique combines image correlation 
and photogrammetry algorithms to recover the 
3D shape and deformations of a surface. To cap-
ture image correlations, the method relies on the 
presence of image texture. Thus stickers of ran-
dom pattern are stuck on the wing surface (see 
Fig. 4). Deflections of the surface are calculated 
using a simplified deformation model of the wing 
as function of a normal load under static condi-
tions. 



Another explored method is based on deflectom-
etry, which was tested in the A340 BLADE 
(Breakthrough Laminar Aircraft Demonstrator in 
Europe) project [3].The principle of this approach 
is to consider the reflection of a known pattern 
on a surface, and recover the local surface de-
formations from the reflected pattern defor-
mations. To use this approach, strong assump-
tions on surface properties must be made (ge-
ometry, reflecting properties), which is only fea-
sible within very specific applications. In the 
frame of the BLADE project, a pattern was 
painted on the wing edge, reflected on the wing, 
and reflections were observed by cameras in-
stalled at the wing tip (see Fig. 3). To ensure 
good reflection of the pattern, a specific paint 
was used on the wing surface. 

 

Fig. 4. Example of pattern stripe installed for IPCT 
tests on A380 in 2009. 

 

Note that both methods gave interesting results, 
but the required installations are intrusive and 
onerous, and hence should be avoided. 

3.   Proposed Photogrammetry Approach 

In this Section, we describe a new photogram-
metry approach that cope with the principle 
drawbacks of the previous methods. This 
method operates a set of cameras installed at 
window positions and another camera located 
on the vertical stabilizer.  The wing deformations 
are then estimated by recovering the 3D coordi-
nates of points located on the wing surface, us-
ing a generic photogrammetry method adapted 
to the specific case of flight tests. 

    3.1.    Photogrammetry Principle 

The basic concept of photogrammetry is to re-
cover the 3D position of points from their obser-
vations on images. To better understand its con-
cept, some mathematical principles are recalled. 

We observe a set of 3D points (𝑿𝑖)=1,…,𝑁, with N 

the number of points, using a set of M cameras 
(depicted in Fig. 5). Each camera has its own co-
ordinate system with respect to that of the air-
craft. The 3D points are expressed in the aircraft 
coordinate system. To transfer the points from 

this system to the camera one, we use the cam-

era transfer matrices (𝑷𝑗)𝑗=1,...,𝑀, which repre-

sent the extrinsic parameters of the M camera 
(rotations and translations). Then 3D points are 
projected from camera to image coordinates us-

ing the matrices (𝑲𝑗)𝑗=1,...,𝑀, representing the 

camera intrinsic parameters (focal, sensor cen-
ter, pixel size). These matrices can be estimated 
from a calibration phase. The resulting 2D points 
can then be expressed as a function of the 3D 
points and camera matrices: 

𝒙𝑖
𝑗

= 𝑓(𝑿𝑖 , 𝑷𝑗 , 𝑲𝒋) 

where 𝒙𝑖
𝑗
 and 𝑲𝑗  are known quantities. To re-

cover the 3D points, several solutions can be 
considered.  

First we could choose for 𝑷𝑗 some known con-
stants, which is done in the classical approach 
(Section 2.1), or introduce constraints on the 3D 
point coordinates (for instance, we could expect 
points to lie on non-deformable solids). How-
ever, in this study, we seek to keep our system 
as flexible as possible. Consequently, we use a 
more generic approach, based on bundle adjust-
ment [4]. To this aim, we work in the camera co-
ordinate system, and simplify this system to en-

sure that matrices 𝑷𝑗 only represent rotations 
and translation from camera to camera. Then, 

we find simultaneously 𝑷𝑗 and 𝑿𝑖 that minimize 
the reprojection error, i.e., the distance between 
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Fig. 3. BLADE wing with deflectometry installation. 



the estimated point projection 𝒙𝑖
𝑗
 and its obser-

vation 𝒙𝑖
𝑗
 on the image. This leads to the follow-

ing minimization problem 

min
𝑿𝑖,𝑷𝑗

∑ [𝒙𝑖
𝑗

− 𝒙𝑖
𝑗(𝑿𝑖 , 𝑷𝑗)]²𝑖,𝑗 .              (1) 

Note that bundle adjustment is not convex and 
thus relies on a correct initialization. Moreover it 
requires a set of 2D observations and does not 
directly outputs the 3D coordinates of estimated 
points in the aircraft coordinate system. These 
issues have to be accounted in the method, and 
solutions are given through the processing 
chain. 

 

Fig. 5. Diagram of the multiple view photogrammetry 
for 3 cameras. 

 

    3.2.    Algorithmic Chain 

The algorithm chain is summarized as follows: 

i. Camera and scene calibration 

ii. Image acquisition and undistortion 

iii. Observation detection 

iv. Bundle Adjustment 

v. Registration 

vi. Parameters update  

Step (i) is performed before flight and step (ii) to 
(v) are repeated for each new camera acquisi-
tion.  

Step (i): The camera calibration is performed us-
ing pictures of a chessboard from different an-
gles and distances, and using the OpenCV cali-
bration functions [5], which outputs the intrinsic 
parameters of the cameras and distortion coeffi-
cients. The scene is then calibrated to initialize 
the positions of the 3D points and cameras. This 
step is conveniently performed using pictures 
from a drone and the photogrammetry software 
Metashape [6] (illustrated in Fig. 6). Note that a 

drone can take pictures of the full scene from a 
wide range of angles in less than 30 minutes.  

 

Fig. 6. Initial 3D reconstruction using the Metashape 
software and images from a drone. Images are dis-
played in blue at their point of view. 

 

Step (ii): For each new image acquisition, we 
use the OpenCV undistortion function with the 
distortion parameters estimated in Step (i). 

Step (iii): We propose three different ways to de-
tect the 2D observation of the 3D points. First, 
we can use the natural features existing on the 
wing surface (corners, joints, writing, etc.). We 
find points with strong information using the ORB 
detection algorithm [7] and describe these points 
using a combination of ORB, SIFT [8][7] and 
DAISY [9] descriptors. Descriptors basically at-
tribute a signature to a point based on the inten-
sity values of it surrounding pixels. Descriptors 
are then compared between images to find 
matching points (see Fig. 7), which is performed 
in our case using the FLANN algorithm [10]. To 
increase the number of detected points, we use 
the guided matching algorithm described [11].  

 

Fig. 7. Example of natural features of the wing de-
tected and matched on a pair of images. Left and right 
images correspond to two distinct cameras. 

 

The second approach to generate observations 
consists in exploiting the presence of black lanes 



along the wings of most aircraft. To do so, we 
rectify images using camera geometric proper-
ties estimated from a first set of corresponding 
points [14]. Image rectification allows the hori-
zontally alignment of the corresponding points in 
a pair of images (see Fig. 8). Once images have 
been rectified, matching points can be found by 
searching lanes in image lines, which can be 
done using sub-pixel line detection methods 
[12][13]. 

 

Fig. 8. Example of stereo image rectification (from [14]  
Zhang). Top – original pair of images, bottom – recti-
fied images. 

 

The third approach, when possible, is to use 
markers stuck on the wing surface. Markers al-
low an easy and accurate localization of the ob-
servations. A more detailed description of the 
markers is given in Section 4.1. 

Step (iv): The initialization from step (i) and the 
set of 2D observation from step (iii) are used as 
input to the bundle adjustment, in order to mini-
mize the reprojection error (1). The algorithm 
outputs the optimum 3D points 𝑿𝑖 and the cam-

era matrices 𝑷𝑗 in the coordinate system of the 
cameras. 

Step (v): The registration phase is performed us-
ing the rear camera. This camera can observe 
reference points close to the aircraft fuselage 
(see Fig. 9), which are considered as quasi-static 
during the flight. By detecting these points on the 
rear view image, we can recover the transfer ma-
trix from the rear camera to the aircraft coordi-
nate system. Since the rear camera is also part 
of bundle adjustment in Step (iv), we also know 
the transfer matrix from this camera to the global 
camera coordinate system. Finally these matri-
ces are combined to transfer the 3D points and 
cameras to the aircraft coordinate system. 

Step (vi): The initial parameters are updated, 
taking the output of Step (v) as knew initial posi-
tions of the algorithm.  

 

Fig. 9. Rear camera view with some reference points 
zoomed. 

 

    3.3.    Constrained Bundle Adjustment 

The method described in the previous section 
enables the 3D shape of the wing to be recon-
structed, for any camera and marker motion, us-
ing no prior knowledge about wing deformations. 

In this section, we go further and improve the 
performance of the method by introducing prior 
knowledge about the aircraft mechanical limits. 
We take benefit from the FEM of the wings to 
define limits corresponding to the ultimate loads. 
Assuming that the wing would break in such ex-
treme cases, we consider that they are not pos-
sible during the tests. Thus, we construct a set 
of constraints that we inject in the classical bun-
dle adjustment, such as local bending or elonga-
tion constraints (see Fig. 10). The resulting con-
strained bundle adjustment is constructed by 
adding a penalty term to the classical reprojec-
tion error.  

 

Fig. 10. Illustration of the local bending constraint: Top 
- constraints is respected, bottom - constraints is ex-
ceeded, and thus will be activated in the constrained 
bundle adjustment. 

 

4.   Experimentations and Results 

This section first describes the system installa-
tion for flight and presents some results obtained 
from tests conducted on ground.  

    4.1.    Preparation for Flight Tests 

Our aim is to operate and validate our system on 
an A350-1000, whose wing is equipped with an 
IMU that will give a ground truth. 



The test was conducted using ruggedized cam-
eras, offering a 31MP sensor with global shutter, 
while preserving small dimensions (about 
60x60x60 mm). Metrological windows were used 
instead of classical ones to prevent optical dis-
tortions. The shape of these camera, combined 
with our method, which is adapted to camera 
motions, allows an easy installation of the cam-
eras on the aircraft window using simple 3D 
printed fixations. Cameras are placed as de-
picted in Fig. 11. Cameras 1 and 4 look at the 
wing end half, camera 2 and 3 look at the engine 
to tip section, and the rear camera 5 looks at the 
fuselage and the wing beginning.  

 

Fig. 11. Positions of the 5 cameras for the tests. 

 

For the acquisition and data storage, dedicated 
computers were prepared with suited coaxlink 
cards and synchronization cards. During tests, 
data are recorded directly on the computer using 
the StreamPix software.  

On the wing side, for robust and accurate detec-
tion, we use quadrant markers printed on stick-
ers using matte ink. These markers can support 
flight conditions and the matte format allows cor-
rect detection for any illumination. Elongated 
stickers of various sizes were used depending 
on their positions onto the wing to ensure a sim-
ilar aspect ratio when seen by the cameras (see 
Fig. 12 and Fig. 15). The detection can reach 
sub-pixel accuracy [16]. 

This setup was used in different experiments 
conducted on ground to evaluate the relevance 
of the proposed system. 

 

Fig. 12. Stickers of quadrant markers. Left – close 
view before installation, right - aspect of the target 
from camera view. 

    4.2.    Test on Ground 

The new photogrammetry system was evaluated 
on ground on an A350-900. The devices were 
installed in order to reproduce in-flight installa-
tion. We installed our markers on the wing sur-
face, plus tape graduations on the two black 
lanes of the wing, at about every 30cm (shown 
in Fig. 13), and four 4K cameras on an aircraft 
window. The cameras were placed about one 
meter above the windows to produce similar 
views that would be obtained at a window posi-
tion with the wing bent (see Fig. 14). Examples 
of the acquired views are displayed in Fig. 15. 
Note that the wing and the cameras were not 
moving during this test. However, several pic-
tures of the wing were acquired during three 
days to see the impact of the luminosity on the 
reconstruction. As expected, we monitored illu-
mination variations and moving reflections on 
the wing, as visible in Fig. 15 for camera 3. This 
induced the failure of correct detection of the 
graduation located at the wing end. However, 
quadrant markers remained always detectable. 

 

 

Fig. 13. Markers and graduations installed on the 
A350-900 wing. 

 
To initialize the algorithm presented in Section 
3.2, we triangulated the 3D positions of refer-
ence points on the wing, using images taken 
from a drone (see Fig. 6). We shook manually 

5 



the wing at its tip to produce vibrations confirm-
ing the behavior of the system for small defor-
mations. The amplitude of the vibrations was 
estimated to about 5cm using a scale board.  

The proposed algorithm was implemented in 
Python and tested on different images. Quad-
rant markers where detected and their 3D coor-
dinates were estimated and registered in the 
Aircraft coordinate system. Fig. 16 shows the 
results of the algorithm superimposed on the 
reference 3D shape of the wing (on ground). A 
ground truth was not available for this test and 
therefore we cannot determine the accuracy of 
the reconstruction. However, the results seem 
to correctly coincide with the 3D reference 
shape. 

The study of mechanical limits applied as con-
straints on the bundle adjustment has also 
shown promising results. Fig. 17 displays some 
reconstruction results for markers with and with-
out a volume constraint. This constraint states 
that points in the aircraft coordinate system can 
move only in a cylinder with a 5cm radius, ori-
ented towards the z axis. Using the volume con-

straint allows us to obtain estimated displace-
ments of the wing tip close to 5cm, which is co-
herent with our observation using the scale 
board. 

5.    Conclusion 

This paper presented a new photogrammetry 
method for estimating a wing deformation. This 
method bypasses some limitations of previous 
approaches, offering easy installation, more 
flexibility, dynamic mapping, with no dedicated 
test, and delivering more accurate estimations 
of the wing deformations. The proposed method 
is a flexible adaptation of the classical multiple 
view photogrammetry for the specific case of 3D 
deformation estimation. Our algorithm goes 
even further by introducing mechanical limits in 
the process to improve the reconstruction accu-
racy. The system has been prepared for flight 
tests and tested on ground, where experimen-
tations delivered promising results. The next 
step will be to evaluate the system in flight with 
countermeasure. Future work will focus on the 
detailed assessment of the metrological accu-
racy of the system as a real sensor. 

 

 

 

   

Fig. 14. Camera installation above windows of an A350-900. 

 

  

Fig. 15. Example of views from the camera during the test on ground. Left - camera 1, right- camera 3. 



 

Fig. 16. Results obtained with the proposed algorithm. Blue dots indicate the 3D reconstructions of graduations and 
markers located on the A350-900 wing (that have been superimposed on the 3D shape reference of the wing). 

 

 

Fig. 17. Estimated bending of two markers versus time while the wing was shaken. The result of the algorithm 
without constraint is displayed in blue (ba) and the result with a displacement constraint is displayed in orange (cba). 
Left - marker at the middle of the wing, right – marker on the wing tip. 
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