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1. Introduction

1.1. Context
Maritime traffic is essential for the transportation of merchandise across

the globe with ships carrying around 90% of all goods. Maritime activities
can be subject to illicit actions leading to abnormal ship behavior. Accord-
ing to (Wolsing et al., 2022), there are 5 general types of anomalies: route
deviation, unexpected activity, unexpected port arrival, close approach and
zone entry. These actions include, but are not limited to, piracy, hijacking,
illegal fishing, etc. The prevalent system for monitoring ships today is the
Automatic Identification System (AIS). Initially developed to avoid collision
between ships in 2004 (Androjna et al., 2021), AIS is mandatory for large
ships transporting goods or passengers. Based on the Global Positioning
System (GPS), this system is accurate and contains a wide variety of infor-
mation on ships such as position, velocity and heading as well as the ship
type and destination. AIS data is easily acquired by a receiver yielding sig-
nals covering large distances, including beyond the horizon when satellites
are used as relays.

1.2. Related works
AIS datasets can be extremely large, and the data must be analyzed

quickly in many practical applications in order to identify anomalous ac-
tivities. This problem has been a topic of interest for many companies and
researchers. Clustering algorithms such as DBSCAN (Ester et al., 1996) have
been considered (Pallotta et al., 2013), (Zhang and Li, 2022), (Zhang et al.,
2023), (Li et al., 2024), (Xie et al., 2024). The objective of DBSCAN when
detecting abnormal trajectories is to identify the sets of normal behaviors,
such as the different nominal maritime routes, and determine outliers with
respect to these clusters, which is important for maritime surveillance. In
other words, DBSCAN is able to find the routes from historical data while
also performing anomaly detection (AD). In (Pallotta et al., 2013), DBSCAN
is used directly on the AIS points (as opposed to the entire trajectories of
ships) to find way points in routes. The classification of the normal points
can then be used to reconstruct the routes and perform route prediction on
ships. DBSCAN has also been applied to full ship trajectories using similarity
measures such as the Longest Common Subsequence (LCSS) and Dynamic
Time Warping (DTW) (Zhang and Li, 2022) and (Zhang et al., 2023).
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AD methods based on machine learning algorithms (such as One-Class
Support Vector Machines (OC-SVM) (Schölkopf et al., 2001), Isolation For-
est (Liu et al., 2012) or Local Outlier Factor (Breunig et al., 2000)) have
shown promising results in other industrial applications. OC-SVM has been
used for detecting turboshaft engine (Zhao et al., 2020) and railway track
anomalies (Ghiasi et al., 2024). An improved version of OC-SVM perform-
ing feature selection using wavelets has been investigated in (Sadooghi and
Esmaeilzadeh Khadem, 2018). Isolation Forest has shown interesting results
for optical emission spectroscopy (Puggini and McLoone, 2018) and has been
combined with a Bayesian approach to perform active learning (Sartor et al.,
2024). An interpretability of AD results obtained using isolation forest was
studied in (Arcudi et al., 2024). Deep isolation forest (Xu et al., 2023) is a
recent hybrid method between deep learning and standard machine learning,
which uses random representations of the data generated by neural networks
to train an isolation forest algorithm. Local outlier factor, coupled with a
weighted Gaussian process, is able to monitor the state of lithium-ion bat-
teries (Qian et al., 2024). A non-parametric version of local outlier factor
studied in (Entezami et al., 2023) automatically selects the number of neigh-
bors using the SANS algorithm (Zhu et al., 2016). Deep learning is currently
receiving an increasing interest to solve AI problems including anomaly de-
tection (Pang et al., 2021). A standard approach is to extract features using
neural networks and to detect anomalies using these features as the input of
a more standard anomaly detector (Bono et al., 2023) (Xu et al., 2023).

AD methods have also been investigated for maritime surveillance. The
authors of (Laxhammar and Falkman, 2014) proposed detecting abnormal
trajectories using conformal AD with the Hausdorff distance (method re-
ferred to as SHNN-CAD in this paper). The method was compared to state-
of-the-art algorithms such as One-Class SVM with the Euclidean distance.
Note that the Euclidean distance requires the ship trajectories to have the
same length, which is not always the case in our application. The One-Class
SVM method was also used in (Piciarelli et al., 2008) to detect abnormal
trajectories when applied to urban roads. Note that the synthetic dataset
considered in (Piciarelli et al., 2008) was generated with a ground truth,
which is important for performance evaluation. This dataset will be used
for performance evaluation in this work. Finally, it is interesting to note
that deep learning methods based on variational recurrent neural networks
(Nguyen et al., 2018) or transformers (Xie et al., 2024) have been recently
considered for detecting abnormal ship trajectories.

3



1.3. Contributions
The contributions of this paper are summarized below:

• We adapt three standard AD algorithms (One-Class SVM, Isolation
Forest, Local Outlier Factor) to make them applicable to ship trajec-
tories having potentially different lengths using appropriate similarity
measures. These algorithms do not require any feature extraction step
and compare the ship trajectories without preprocessing. This is in-
teresting since determining the best features is generally complicated
in many practical applications. The performance of these algorithms
is evaluated on a synthetic dataset with known ground truth both in
terms of accuracy and computational efficiency.

• The performance of the AD algorithms studied in this paper is de-
termined for detecting anomalies in datasets containing real AIS ship
trajectories. The benefits of detecting abnormal ship trajectories using
both AIS and radar data, when the AIS is interrupted or spoofed, is
also shown qualitatively.

1.4. Paper organization
The organization of the paper is as follows. Section 2 summarizes the prin-

ciples of One-Class SVM, Isolation Forest, and Local Outlier Factor, which
have become reference AD methods. Multiple similarity measures that can
be used to compare time series are reviewed in Section 3. Section 4 explains
how to combine the methods introduced in Section 2 with these similarity
measures to detect abnormal ship trajectories, which is the main contribution
of this paper. Performance measures that will be used to evaluate the algo-
rithms are provided in Section 5. Experiments conducted on synthetic and
real data are presented and analyzed in Section 6. Conclusions and future
work are finally reported in Section 7.

2. Anomaly Detection

This section introduces three reference AD algorithms that have been
used intensively in practical applications, i.e., OC-SVM (Schölkopf et al.,
2001), Isolation Forest (IF) (Liu et al., 2012) and Local Outlier Factor (LOF)
(Breunig et al., 2000). The DBSCAN algorithm (Ester et al., 1996) is also
introduced in Section 2.4 since it will be considered in our experiments. As

4



explained in (Chandola et al., 2009), “anomaly detection refers to the problem
of finding patterns in data that do not conform to expected behavior”. From
this definition, it is obvious that a fundamental property of anomalies is that
they are scarce in the datasets of interest. Thus, AD algorithms have to be
trained using datasets containing potential anomalies, with the property of
having few anomalies with respect to the number of inliers.

2.1. One-Class SVM
Support vector machines (SVMs) were first used to perform supervised

classification by finding a separating hyperplane between two classes in an
appropriate space. Inspired by SVMs, the OC-SVM method searches a hy-
perplane separating the data from the origin in order to detect potential
anomalies (Schölkopf et al., 2001). As for SVMs, the kernel trick can be
applied to OC-SVM to project the data into a space of higher dimension
referred to as reproducing kernel Hilbert space (RKHS). Consider a transfor-
mation Φ such that Φ(xi) belongs to this RKHS. The separating hyperplane
of OC-SVM defined by the equation ωTΦ(x) − ρ = 0 can be determined by
solving the following optimization problem:

min
ω,ρ,ξi

1

2
∥ω∥2 − ρ+

1

νOCN

N∑
i=1

ξi

with ⟨ω,Φ(xi)⟩ ≥ ρ− ξi,∀i = 1, . . . , N,

(1)

where ⟨., .⟩ is the scalar product defined in the chosen RKHS and νOC is the
maximum proportion of abnormal data in the dataset X . The kernel trick
consists of introducing a kernel κ such that κ(x,y) = ⟨Φ(x),Φ(y)⟩,∀(x,y) ∈
X ×X . The solution of (1) after applying the transformation Φ to the data
vectors xi is then defined as ω =

∑N
i=1 αiΦ(xi) with 0 ≤ αi ≤ 1

νOCN
and∑N

i=1 αi = 1. To determine whether the vector x is an inlier or an anomaly,
the following decision function is considered:

f(x) = sgn

(
N∑
i=1

αiκ(xi,x)− ρ

)
, (2)

where “sgn” is the sign function. The vectors xi satisfying αi > 0 are referred
to as support vectors. Note that the solution of the OC-SVM problem only
depends on the support vectors, which makes the decision function of OC-
SVM depend on a limited number of vectors from the database.
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2.2. Isolation Forest
This section summarizes the theory behind IF proposed in (Liu et al.,

2012) and its extension to time series called functional isolation forest (FIF)
(Staerman et al., 2019). Consider a training set XΦ ⊂ X . An isolation tree
is a decision tree created to isolate a given vector xi. At a given iteration,
IF queries one feature j randomly from the vectors of the training set that
have not been isolated yet. A threshold τ is chosen randomly between the
maximum and the minimum of this feature in XΦ. If xk,j > τ , the vector xk
is included in the right branch of the tree starting from the node. Otherwise,
it is directed to the left branch of the tree. An isolation tree is obtained after
isolating each vector from XΦ. The process is repeated several times to build
a forest of isolation trees referred to as isolation forest, the number of trees
being chosen by the user. After building the isolation forest, the anomaly
scores s(xi, ψ) are computed as follows:

s(xi, ψ) = 2−
E[h(xi)]

c(ψ) , (3)

where c(ψ) = 2
[
ln(ψ − 1) + γ − ψ−1

N

]
, h(xi) is the depth of xi in a given

tree, E[h(xi)] is the average depth of xi over all trees and γ is the Euler con-
stant (see (Liu et al., 2012) for details). Once the anomaly scores have been
obtained, a fraction of anomalies νIF is chosen by the user (corresponding
to the highest scores) to detect the anomalies. The number of trees used to
build the forest has to be chosen by the user. In the experiments consid-
ered in Section 6, 200 trees were sufficient to ensure convergence of the path
lengths. An interesting property of IF is that it can handle data with discrete
features. This property is interesting because AIS data contains categorical
features such as the type of ship.

Functional Isolation Forest (FIF) (Staerman et al., 2019) is an extension
of IF for AD in functional multivariate data. The training subset XΦ is
compared to a chosen dictionary D = [d1, . . . ,dm] using a similarity score s,
where m is the number of elements in D. The score between the ith vector
of the dataset and the jth element of the dictionary, denoted as s(xi,dj),
is then used to isolate each vector of the database. More specifically, after
choosing randomly an atom dj from the dictionary, all elements xi such that
s(xi,dj) > τ are placed in the right branch of the child node, where τ is
chosen randomly between the minimum and maximum scores obtained with
the chosen atom dj. The remaining vectors are placed in the left branch of
the node. For the purpose of AD in ship trajectories, the chosen dictionary
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is the self dictionary which consists of the data itself, i.e., D = XΦ. In
other words, each trajectory is compared to all the other trajectories and the
anomaly score is computed using all the anomaly scores resulting from these
comparisons (see (Staerman et al., 2019) for other choices).

2.3. Local Outlier Factor
LOF (Breunig et al., 2000) is a state-of-the-art AD algorithm that detects

anomalies in a dataset by using the densities of the different vectors belonging
to this dataset. Several metrics have to be defined for computing the LOF
score of a point xi including its k-distance and its local reachability density.
The k-distance of xi, denoted as kd(xi), is the distance between the vector
xi and its k-th nearest neighbor. The reachability distance between xi and a
point x is defined as rdk(xi,x) = max{kd(xi), ∥xi − x∥}, where ∥.∥ denotes
the ℓ2 norm. With this definition, all points in the neighborhood of xi have
similar reachability distances contrary to points located far from xi. The
local reachability density of xi is defined as

lrdk(xi) = k

(∑
x∈Vi

rdk(x,xi)

)−1

, (4)

where Vi is the neighborhood of xi containing its k-nearest neighbors. Finally,
the LOF score of xi is the average ratio of local reachability densities of xi
with those of its k-nearest neighbors, i.e.,

LOFk(xi) =
∑
x∈Vi

lrdk(x)
lrdk(xi)

. (5)

Inliers have a LOF score close to 1 whereas outliers have a larger score. To
convert the scores into predictions, the vectors with the νLOF highest scores
can be declared as anomalies.

Choosing the number of neighbors k to compute the local reachability
densities deserves some attention. A simple guideline given by (Breunig
et al., 2000) is to examine at least the 10 nearest neighbors. The SANS
algorithm studied in (Zhu et al., 2016; Entezami et al., 2023) allows the
number of neighbors to be determined dynamically. In short, k is chosen
as the smallest value such so that 1) any normal point xi contains another
point xj in its k-nearest neighbors and 2) xi also belongs to the k-nearest
neighbors of xj. The two vectors xi and xj are then natural neighbors also
called mutual neighbors.
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2.4. Density-Based Spatial Clustering of Applications with Noise
DBSCAN (Ester et al., 1996) is a clustering algorithm that is able to

detect outliers present in the training dataset after performing unsupervised
classification. This algorithm has been applied successfully for the analysis
of ship trajectories, e.g. for nominal maritime routes identification (Zhang
and Li, 2022) and abnormal behavior detection (Zhang et al., 2023). DB-
SCAN also computes point densities, as explained in what follows. Consider
a radius neighborhood ϵ and a minimum number of points minPts fixed by
the user. The dataset is initially divided into three categories containing core
points, border points and outliers. A core point has at least minPts other
points in its vicinity of radius ϵ, in contrast to border points and outliers.
A border point can be reached directly by a core point but does not have
minPts other points in its vicinity. An outlier does not have minPts other
points in its vicinity and cannot be reached by a core point with a distance
less than ϵ. Clusters are finally constructed such that all points of the same
cluster are reachable by another core point belonging to that group. Heuris-
tics to find appropriate values for ϵ and minPts are available in the literature
(Ester et al., 1996). More details about the choice of these parameters are
given in Section 6. Note that the value of ϵ can significantly influence the
number of clusters. While adjusting the value of this parameter can be chal-
lenging in practical applications, a variant of DBSCAN named Hierarchical
Density-Based Spatial Clustering of Applications with Noise (HDBSCAN)
uses hierarchical clustering to perform DBSCAN for multiple values of ϵ
(Campello et al., 2013).

3. Similarity measures for time series

The methods presented in Section 2 all require the vectors xi from the
training data to have the same dimensions. This constraint is necessary
to compare one chosen feature for IF or to compute the Euclidean norm
between two vectors for the other methods. This section first introduces
basic similarity measures for time series (Section 3.1) and then explains how
to generalize these similarity measures using known operations such as kernels
or cosine similarity (Section 3.2).

3.1. Basic similarity measures
This section introduces core similarity measures used to compare mul-

tivariate time series based on Dynamic Time Warping (DTW) (Keogh and
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Ratanamahatana, 2005), the Time Warp Edit Distance (TWED) (Marteau,
2009) and the Longest Common Subsequence (LCSS) (Zhang and Li, 2022).
Since each multivariate time series is described by multiple features at several
time steps, we concatenate all these features into matrices. Note that one
column of these matrices contains the features associated with a given time
instant. Denote as U = [u1, . . . ,un] and T = [t1, . . . , tm] two matrices to
be compared, where n and m are the number of time instants of these time
series and the vectors ui and tj with i = 1, ..., n and j = 1, . . . ,m have the
same dimension D and represent samples at times i and j respectively.

3.1.1. Dynamic Time Warping
DTW is one of the most common measures used to compare time se-

ries, that was considered for speech signals in (Keogh and Ratanamahatana,
2005). The DTW cumulated score between the first i columns of U and the
first j columns of T is defined as:

sDTW(i, j) = d(ui, tj) + min


sDTW(i− 1, j − 1)

sDTW(i, j − 1)

sDTW(i− 1, j)

(6)

where d(ui, tj) is the Euclidean distance between the vectors ui and tj. The
DTW distance between the matrices U and T is DTW(U,T) = sDTW(n,m).
Note that DTW does not have all the necessary properties of a distance,
e.g., the vectors [0, 1, 1] and [0, 0, 1] have the same DTW similarity equal to
0. However, this metric remains a common measure used to compare time
series and its computational complexity is quite limited (see Section 6 for
more details about the execution times of the different algorithms).

3.1.2. Time Warp Edit Distance
TWED is another popular similarity measure for analyzing a historical

dataset containing trajectories (Marteau, 2009). It is defined recursively as
follows:

sTWED(i, j) = min


s(i− 1, j − 1) + d(ti,uj) + d(ti−1,uj−1)

s(i− 1, j) + d(ti−1, ti) + λ

s(i, j − 1) + d(uj−1,uj) + λ

(7)

for the two multivariate time series U and T. The first term of the minimum
corresponds to a match between U and T, whereas the second and third
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terms are obtained after deleting a point in T and U, respectively. The
hyper-parameter λ is chosen by the user to penalize deletions. Unlike DTW,
TWED is a distance in the mathematical sense.

3.1.3. Longest Common Subsequence
The LCSS was used to compare textual data in (Kiwi et al., 2005). It was

considered to compare trajectories in (Zhang and Li, 2022) and is defined as:

cLCSS(U,T) =


cLCSS(U,T) = 0 if n = m = 0

1 + cLCSS(Tail(U),Tail(T)) if d(ti,uj) ≤ η

max(cLCSS(Tail(U),T), cLCSS(U,Tail(T))) otherwise
(8)

where Tail(U) is the list obtained after removing the first element of U (this
implies that U is not empty), d(ti,uj) is the Euclidean distance between the
vectors uj and ti and η is a parameter chosen by user to describe how close
two points should be to be declared as similar. The authors of (Zhang and
Li, 2022) have chosen to normalize the LCSS as follows:

LCSS(U,T) = 1− cLCSS(U,T)

min(n,m)
, (9)

and have used η = 1 nm (nautical mile) using monthly traffic flow charts.

3.2. Extending the similarity measures
The similarity measures introduced in the previous section can be used

directly to compare time series but can also be generalized using kernels and
the cosine similarity. These generalizations are presented in this section.

3.2.1. Kernels
Kernels can be used to compute scalar products in an implicit space of

higher dimension than the original data space following the kernel trick. The
aim is to map the data into a space where the normal data and the anomalies
can be separated by a hyperplane, which is not necessarily the case in the
original data space. This kernel trick has been used intensively in the frame
of SVMs for many practical applications such as geoscience (Honarkhah and
Caers, 2010), text categorization (Pradhan et al., 2004) and handwritten
character recognition (Decoste and Schölkopf, 2002). One important kernel
is the Gaussian kernel (GK), defined by GK(x,y) = exp

(
−∥x−y∥2

2σ2

)
, where
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Similarity measure
Trajectories X Distance matrix S Scores / Predictions
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Figure 1: Flowchart of the proposed method.

σ > 0 is a bandwidth parameter set by the user. It can be shown that
this kernel projects the data into a space of infinite dimension, allowing
separability between normal data and anomalies in many cases.

When considering time series, the Gaussian kernel needs to be modi-
fied to be applied to data having different lengths. Kernels can be adapted
to time series using the following formulation investigated in (Badiane and
Cunningham, 2021):

κs(U,T) = exp

[
−s

2(U,T)

2σ2

]
, (10)

where s is an appropriate similarity measure such as DTW.

3.2.2. Cosine similarity
Another possible extension is to use the cosine similarity. Given a sim-

ilarity measure s, two metrics sims (obtained from the parallelogram law)
and coss (cosine similarity) (Sidorov et al., 2014) can be defined as follows:

sims(U,T) =
s2(U,−T)− s2(U,T)

4
,

coss(U,T) =
sims(U,T)

||U|| × ||T||
.

(11)

Note that these two measures can be quite costly to evaluate since the simi-
larity measure s has to be computed twice in all cases, along with two norms
for the cosine similarity.

4. Anomaly detection in ship trajectories

This section studies three new AD methods for detecting abnormal ship
trajectories, which is the main contribution of this paper. More precisely,
we propose to modify the three state-of-the-art AD algorithms OC-SVM, IF

11



and LOF (summarized in Section 2) to detect abnormal ship behaviour using
AIS and potentially radar data. The key point behind these adaptations is to
replace the Euclidean norm or the associated scalar product by a similarity
measure suited for time series, such as those studied in Section 3. A training
set composed of multivariate time series X = {X1, . . . ,XN} is considered,
where Xi = [xi,t1 , . . . ,xi,ti ] contains all the multivariate measurements of
object i from time t1 to ti. Note that xi,t typically contains the position,
speed and heading of the ith observed ship at time t. If position and speed
are used as features, these methods should detect route deviation, unexpected
activity, port arrival and zone entry, as described in (Wolsing et al., 2022).
The different steps of the proposed methods are summarized in Fig 1.

4.1. One-Class SVM for Time Series (OCTS)
In order to detect abnormal ship trajectories, we propose to use the OC-

SVM algorithm on the observed data matrix X with a Gaussian kernel κs
defined as in (10), where s is the DTW similarity measure. The proposed
decision function for a trajectory Xj is defined by:

fs(Xj) = sgn

(
N∑
i=1

αiκs(Xi,Xj)− ρ+ δ

)
. (12)

The parameter σ appearing in (10) should be chosen carefully. We propose
to follow the strategy adopted in (Trinh et al., 2017), which consists of de-
termining the value of σ maximizing the following cost function

J(σ2) =
2

N

N∑
i=1

[
exp

(
−C(Xi)

2σ2

)
− exp

(
−F (Xi)

2σ2

)]
, (13)

with the following definitions (for i = 1, ..., N):

F (Xi) = max
1≤j≤N

s2(Xi,Xj),

C(Xi) = min
1≤j≤N,i̸=j

s2(Xi,Xj).
(14)

The cost function J can be maximized using an optimization method such as
the simplex method, initialized with the median pairwise similarity measure
between the data in X , as suggested in (Aggarwal, 2016, p. 83-88).

In order to account for the presence of outliers, we propose to consider
only the (1−νOC)% smaller pairwise similarity measures in order to filter the
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anomalies. The matrix associated with all the pairwise similarity measures
is denoted as S = [sij]1≤i,j≤N where sij = s(Xi,Xj). In order to reduce
the number of false alarms, we propose to include a shifting parameter δ as
in (Trinh et al., 2017) to shift the hyperplane away from the normal data.
This operation is performed after training the model with a chosen value of
νOC and a kernel κs, which leads to (12). If a ground truth is available, an
appropriate value of δ can be selected by maximizing the F1-score or with the
Precision Recall (PR) curve, as in some of our experiments. Another option
for determining an appropriate value of δ (without a ground truth) is the
“knee” method (also referred to as “elbow” method) (Satopaa et al., 2011),
which determines the point of maximum curvature in the function associated
with the anomaly scores of the training set.

4.2. ISolatIon Forest for Time sERies (SIFTER)
The Isolation Forest can be modified to handle ship trajectories with po-

tentially different lengths. We propose to consider a self dictionary, meaning
that the pairwise similarity matrix S is computed using all the ship tra-
jectories. IF is then applied to the columns of S. In order to avoid the
curse of dimensionality (Liu et al., 2012), we propose in a second step to
apply a principal component analysis (PCA) (Jolliffe, 2002) to the columns
of S. PCA computes the eigenvectors w1, . . . ,wD of S and keeps the ones
with the largest eigenvectors. A chosen ratio r =

∑q
k=1 λk/

∑D
k=1 λk of the

information contained in the pairwise similarity matrix will be kept for di-
mensionality reduction, where λ1, . . . , λq are the q largest eigenvalues of the
covariance matrix of S in decreasing order.

4.3. Local Outlier Factor for Time sERies (LOFTER)
This section presents an adaptation of LOF referred to as LOFTER for

detecting anomalies in ship trajectories. LOFTER evaluates the reachability
distances rdk between all trajectories from the dataset, with one of the sim-
ilarity measures investigated in Section 3, and determines the LOF anomaly
scores. LOFTER then compares these scores to a threshold to detect abnor-
mal ship trajectories.

4.4. Ship anomaly detection based on DBSCAN
This section summarizes two state-of-the-art adaptations of DBSCAN for

anomaly detection in ship trajectories investigated in (Zhang and Li, 2022)
and (Zhang et al., 2023). These two methods will be used to compare the
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results obtained in Section 6.1. DBSCAN counts the number of samples in
the neighborhood of radius ϵ of each element. As such, when handling trajec-
tories instead of vectors, the DBSCAN algorithm remains the same, provided
two trajectories can be compared. A trajectory Xj is in the neighborhood of
the trajectory Xi if s(Xj,Xi) ≤ ϵ where s is one of the similarity measures
investigated in Section 3. The similarity measures considered in (Zhang and
Li, 2022) and (Zhang et al., 2023) are LCSS and DTW leading to two algo-
rithms referred to as DLCSS (DBSCAN with LCSS) and DDTW (DBSCAN
with DTW).

5. Performance metrics

Evaluating the performance of an AD algorithm requires specific metrics
since anomalies are rare, which implies imbalanced normal and abnormal
classes. This section introduces some metrics that will be used to evaluate
the proposed AD algorithms.

Accuracy (Acc) is the standard performance metric for classification.
However, consider a dataset with 1% abnormal data, the rest being normal.
In this scenario, predicting all samples as inliers would yield an accuracy
equal to 99%. Therefore, precision, recall and F1-score are commonly used
to evaluate the AD performance. They are defined as:

Precision =
TP

TP + FP
, Recall =

TP
TP + FN

,

F1 = 2

(
Precision × Recall
Precision + Recall

)
,

(15)

where TP, FP, TN, FN are the numbers of true positives, false positives, true
negatives and false negatives.

While the F1-score provides a quantitative measure of the detection per-
formance, precision-recall curves are also used to provide more visual results.
The advantages of precision-recall (PR) curves with respect to receiver oper-
ating characteristics (ROCs) are explained in (Saito and Rehmsmeier, 2015).
While ROCs are reference curves for binary classifiers, changes in AD per-
formance are more apparent in the PR curves.

6. Experiments

This section studies the performance of the proposed AD methods for de-
tecting abnormal ship trajectories in multiple synthetic and real datasets. All
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methods have been implemented in Python. Execution times were recorded
using Python 3.10 and Windows 10 with an Intel i9-10980XE CPU at 3.00
GHz. Section 6.1 considers synthetic data with an available ground truth
that are used to compare the proposed methods to the state-of-the-art. Sec-
tion 6.2 evaluates the performance of the proposed method on real datasets
involving AIS and radar trajectories.

6.1. Synthetic data
The first simulations were performed on datasets containing synthetic

trajectories initially considered in (Piciarelli et al., 2008). A total of 1000
sets of trajectories were generated with an available ground truth. Each
set contains 260 trajectories with 10 anomalies and 250 normal trajectories
divided into 5 nominal routes of 50 trajectories. Each trajectory is composed
of 16 points described by 2D positions (xi,yi) for i = 1, ..., 16 that are used to
build the matrix X i of size 2× 16 (i.e., N = 16). The datasets and the code
used for generating the data are publicly available1. The algorithms are first
tested on these time series referred to as “complete trajectories”. In a second
step, trajectories of varying lengths are generated to test the robustness of
each method to missing data. For trajectories with missing data, a random
number of points uniformly distributed in {0, . . . , 5} was removed from each
trajectory. This second scenario is referred to as “incomplete trajectories”.

The parameters of the proposed algorithms OCTS, SIFTER and LOFTER
were chosen as follows:

• OCTS

– νOC = 0.12 has been selected by cross-validation to provide the
best detection results,

– the value of the kernel bandwidth was chosen by maximizing the
cost function J(σ2),

– the performance was computed using 900 sets out of 1000 and the
remaining 100 sets were used to set the value of δ. The value of
this parameter was determined as the value of δ maximizing the
F1-score (see Figs. 3a and 3b).

• SIFTER

1https://avires.dimi.uniud.it/papers/trclust/
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– νIF = 0.04 ≈ 10/260, which is the actual proportion of anomalies
contained in the synthetic dataset,

– the number of trees has been fixed to 200, which ensures a conver-
gence of the path lengths (a value larger than 100 is recommended
in the original paper (Liu et al., 2012)),

– the ratio of information used in PCA was set in order to keep
around 10 features. This ratio was chosen by cross validation in
order to obtain good AD performance.

• LOFTER

– νLOF = 0.04 as for SIFTER,

– the 10 nearest neighbors were used to compute densities according
to the guidelines of (Breunig et al., 2000),

– in the experiment DTW-SANS, the number of neighbors was set
dynamically for each scenario with the SANS algorithm (Zhu et al.,
2016).

The proposed methods are compared to two state-of-the-art algorithms
referred to as DDTW and DLCSS (see details in Section 4.4):

• DBSCAN with a DTW similarity measure is used in (Zhang et al., 2023)
to detect abnormal trajectories. The hyperparameters used in these
experiments are MinPts = 10 (for 5 clusters of 50 trajectories and 10
abnormal trajectories) and ϵ = 0.81 (determined by cross-validation).

• DBSCAN is also used in (Zhang and Li, 2022) with an LCSS similarity
measure to detect abnormal trajectories. The hyperparameters used
in these experiments are minPts = 10, ϵ = 0.81 and η = 0.2 (to
compute the LCSS between two trajectories), which were determined
by cross-validation.

Note that methods involving neural networks such as (Nguyen et al., 2018)
(Xu et al., 2023) are not evaluated in this work since the volume of training
data is too small, e.g. only 1000 sets of 260 trajectories were available for
the synthetic data and approximately 600 trajectories for the real data. Note
also that the AD detection methods based on feature extraction such as the
improved OC-SVM (Sadooghi and Esmaeilzadeh Khadem, 2018) and deep IF
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(Xu et al., 2023) are not considered in our comparisons since the proposed AD
methods intend to use the time series directly, without any feature extraction
step that may be difficult and time consuming.

Examples of predictions and scores obtained for each algorithm on syn-
thetic data are first displayed in Figs. 2a, 2c, 2e and 2b, 2d, 2f. These figures
provide qualitative results showing that most outliers (highlighted in red)
are detected by the different methods. More quantitative results (allowing
the performance of the different methods to be appreciated) are provided in
Tables 1 to 8. These results suggest the following comments:

• LOFTER and DBSCAN combined with DTW provide the best pre-
dictions with F1-scores close to 95% and the fastest execution times.
SIFTER yields an F1-score of approximately 90%, which is close to
LOFTER and DBSCAN. Note that OCTS yields an F1-score of 85%
with the highest computation time (due to the optimization of J even
after finding an optimal value of δ).

• When properly tuned, different AD algorithms often provide similar
performance. While this is true for LOFTER and SIFTER, OCTS
does not perform well, even after reducing the number of false alarms
by increasing the value of δ (using the PR-curve), as observed in Figs.
3a, 3b, 3c, 3d. This may be due to the presence of different clusters,
each representing a route. Despite this drawback, OCTS can be used
to eliminate redundant data from the training set to speed up compu-
tation time. For example, this could be used to build a dictionary of
trajectories for SIFTER.

• LOFTER leads to very good detection performance with basic simi-
larity measures, with no clear improvement when using the similarity
measures of Section 3.2 (that are not shown here for brevity). When
the SANS algorithm is used to set the number of nearest neighbors k,
it yields nearly identical performance than optimizing k manually.

• SIFTER performs better when a PCA preprocessing is applied due to
the curse of dimensionality. In all cases, wrong classifications persist as
certain trajectories lie on the edge of the normal / abnormal frontier
making prediction challenging. These wrong detections are clearly seen
in Fig. 2c, where the false positives and false negatives are both at the
edge of a cluster.
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• After comparing the different similarity measures, we can observe that
DTW outperforms the other similarity measures for time series (Badi-
ane and Cunningham, 2021). Furthermore, performing AD with DTW
only required minutes (see Table 5) while TWED took up to 6 hours
depending on the method used.

• Tables 3 and 4 show that LOFTER and DBSCAN perform very simi-
larly. Moreover, the proposed methods remain competitive when com-
pared to the state-of-the-art.

• The conclusions for incomplete data are similar (see Tables 1, 6, 7, 8),
with a slight loss in performance when compared to the results obtained
with complete data.

Table 1: OCTS Performance for complete and incomplete data.

Precision Recall F1 Acc
κDTW δ = 0 (%) 29.33 91.77 44.43 91.15
κDTW δ > 0 (%) 94.82 79.20 85.44 99.01
κDTW δ > 0

missing 91.19 76.02 81.92 98.76
data (%)

κTWED δ > 0 (%) 95.57 78.06 85.14 99.00
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Table 2: SIFTER Performance for complete data.

Precision Recall F1 Acc
DTW (%) 70.28 77.31 73.62 97.87

simDTW (%) 72.89 80.98 76.36 98.09
cosDTW (%) 78.84 86.72 82.59 98.59
GKDTW (%) 62.32 68.55 65.29 97.20
TWED (%) 71.00 78.10 74.38 97.93
simTWED (%) 63.64 70.00 66.67 97.31
cosTWED (%) 75.46 83.01 79.06 98.31
GKTWED (%) 44.95 49.44 47.09 95.73

DTW PCA (%) 86.41 95.04 90.52 99.23
simDTW PCA (%) 81.44 89.58 85.31 98.81
cosDTW PCA (%) 81.54 89.69 85.42 98.82
GKDTW PCA (%) 85.67 94.24 89.75 99.17
TWED PCA (%) 80.68 88.75 84.52 98.75
simTWED PCA (%) 84.66 93.13 88.70 99.09
cosTWED PCA (%) 80.55 88.60 84.38 98.74
GKTWED PCA (%) 81.73 89.90 85.62 98.84

Table 3: LOFTER Performance for complete data.

Precision Recall F1 Acc
DTW (%) 96.42 96.60 96.44 99.73

DTW-SANS (%) 96.88 96.17 96.42 99.73
TWED (%) 95.82 95.31 95.50 99.66
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Table 4: Performance of algorithms from the state-of-the-art (Laxhammar and Falkman,
2014), (Mangé et al., 2023), (Zhang and Li, 2022) and (Zhang et al., 2023) for complete
trajectories.

Precision Recall F1 Acc
SHNN-CAD (%) − − − 97.09

OCSVM (%) 58.78 24.63 31.82 96.17
DLCSS (%) 96.20 97.04 96.45 99.72
DDTW (%) 91.01 99.89 94.99 99.65

Table 5: Execution times of AD algorithms with DTW (complete data).

OCTS SIFTER LOFTER DDTW
Time (s) 1105 761 272 275

Table 6: Metrics from the state-of-the-art (Mangé et al., 2023), (Zhang and Li, 2022) and
(Zhang et al., 2023) for incomplete trajectories.

Precision Recall F1 Acc
DLCSS (%) 96.83 94.59 95.49 99.66
DDTW (%) 99.90 89.22 93.95 99.58

20



Table 7: SIFTER Performance for incomplete data.

Precision Recall F1 Acc
DTW (%) 60.77 66.85 63.67 97.07

simDTW (%) 64.18 70.60 67.24 97.35
cosDTW (%) 76.04 83.64 79.66 98.36
GKDTW (%) 54.83 60.31 57.44 96.56
TWED (%) 43.06 47.37 45.11 95.57
simTWED (%) 66.75 73.43 69.93 97.57
cosTWED (%) 68.03 74.83 71.27 97.68
GKTWED (%) 31.36 34.50 32.86 94.58

DTW PCA (%) 84.38 92.82 88.40 99.06
simDTW PCA (%) 67.87 74.66 71.10 97.67
cosDTW PCA (%) 74.57 82.03 78.12 98.23

GKDTW PCA (%) 85.65 94.21 89.73 99.17
TWED PCA (%) 51.91 57.10 54.38 96.32
simTWED PCA (%) 80.97 89.07 84.83 98.77
cosTWED PCA (%) 68.78 75.66 72.06 97.74
GKTWED PCA (%) 61.65 67.81 64.58 97.14

Table 8: LOFTER Performance for incomplete data.

Precision Recall F1 Acc
DTW (%) 95.88 96.22 95.98 99.69

DTW-SANS (%) 95.95 95.93 95.87 99.68
TWED (%) 93.81 93.00 93.32 99.49
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(f) LOFTER scores.

Figure 2: Examples of synthetic trajectories with their predictions and anomaly scores
(anomalies are in red).
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Figure 3: Performance curves for the algorithms applied to the complete synthetic dataset.

6.2. Real data
This section briefly recaps the relevant properties of Automatic Identifi-

cation System (AIS) data before introducing the real dataset and showing
the results obtained with the proposed AD methods.

6.2.1. Automatic Identification System
AIS has been introduced to avoid collision between ships (Silveira et al.,

2013). It is a cooperative system, meaning ships themselves choose to broad-
cast their information. Based on the GPS for positioning, when it is not
falsified, this system provides a wealth of both dynamic information such as
position, speed, heading and static information like the ship name, identifier,
dimensions, type and destination. AIS also benefits from the accuracy of the
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(a) AIS dataset from MarineCadastre.
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(b) Simulated radar data. The green square is
the radar position.

Figure 4: AIS and radar trajectories for the dataset California.

GPS system with a maximum error of 10 meters on the true ship positions.
Therefore, depending on the information taken into account, different behav-
iors in certain contexts can be examined and other anomalies detected. For
example, if only positions are taken into account, a ship will behave abnor-
mally if it is not on a sea rail. By adding speed and heading, a ship may
behave abnormally on a rail if it is not traveling at the right speed or in the
wrong direction.

6.2.2. Dataset description
Many AIS datasets are publicly available2. The data used in this section

contains trajectories acquired near the coast of California3. A first set of
real data was collected during the month of January 2021 over the course of
20 days. Fig. 4a shows 600 ship trajectories extracted from the California
dataset. One can observe that the traffic is dense near ports and that there
are two parallel routes established along the coast. As such, few anomalies
should be expected in these areas. Furthermore, there are some discontinu-
ities in a few ship trajectories. These discontinuities are probably due to a
biased or turned off AIS and should clearly be considered as an anomaly. No
ground truth is available for this real dataset. Thus the AD performance is
only evaluated qualitatively in this section.

2www.marinetraffic.com/en/ais/home/
3https://marinecadastre.gov/accessais/

24



6.2.3. Performance and discussion
OCTS, SIFTER and LOFTER are first considered to detect abnormal

AIS trajectories from the real dataset. The positions, speeds and courses
over ground of the different ships from this dataset are used to build the
matrices X i, for i = 1, ..., 600. Note that the columns of these matrices have
generally different lengths since the AIS messages are acquired at different
instants and the AIS message may be interrupted in some cases. Note also
that the positions, speeds and courses over ground have been normalized
since they do not have the same ranges. The values of the hyperparameters
used in the AD algorithms for these experiments are specified below:

• OCTS: νOC = 0.1 and δ = 0 were adjusted manually to detect 10%
of anomalies in the dataset. Based on the results obtained with syn-
thetic data, dynamic time warping was used as the similarity measure
defining the kernel. The value of the kernel bandwidth was chosen by
maximizing the cost function J(σ2).

• SIFTER: The number of trees used in IF was fixed to 200 (as for
synthetic data) and the proportion of anomalies was fixed to νIF = 0.1.
The algorithm was run with a PCA preprocessing ensuring that all the
detected anomalies are confirmed leading to r = 99.9%.

• LOFTER: The proportion of anomalies was fixed to νLOF = 0.1 and the
number of nearest neighbors was calculated using the SANS algorithm
to compute the anomaly scores, as suggested in (Zhu et al., 2016).

The anomalies detected by the different algorithms are displayed in red in
Fig. 5 whereas the normal trajectories are shown in green. Our conclusions
are summarized below:

• The anomalies detected by OCTS are isolated trajectories located at
the bottom of the figure and spoofed trajectories located in the top rail.
Spoofed trajectories can be identified by positions varying abruptly
from one time instant to another. The limited performance of OCTS
for detecting some spatial anomalies (e.g. the green trajectories located
in the bottom of the figure) can be explained by its limited capability
of detecting outliers. As explained in the scikit-learn webpage dedi-
cated to anomaly detection4, “One-class SVM is known to be sensitive

4https://scikit-learn.org/stable/modules/outlier_detection.html
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to outliers and thus does not perform always very well for outlier detec-
tion”. We have also observed that the variability of the OCTS scores
computed for all trajectories is more limited than for SIFTER and
LOFTER, i.e., the algorithm hesitates between labelling the trajecto-
ries as normal or abnormal (see Fig. 5a).

• SIFTER labels many isolated trajectories located at the bottom of the
figure as “normal”. Moreover, many trajectories located in the rail
are detected as anomalies (note that there are only 60 trajectories in
this rail and that most of them have been spoofed with abrupt jumps
between consecutive locations). Thus, SIFTER seems to concentrate
on anomalies associated with spoofed trajectories, when compared to
OCTS and LOFTER. For this example, IF tends to define a larger
frontier around normal data than the other algorithms, which can also
be observed in the datasets investigated in the scikit-learn webpage
dedicated to anomaly detection.

• The anomaly scores returned by LOFTER are very high for all isolated
trajectories located at the bottom of the figure that are detected as
anomalies. The price to pay is that some spoofed trajectories located
in the middle of the figure (green lines) are detected as normal. Thus,
LOFTER seems to concentrate on spatial anomalies in AIS messages.
This is confirmed by the two trajectories containing missing and falsi-
fied data displayed in the zoomed in of Fig. 5f that are not detected
as anomalies. Note that the SANS algorithm returns around k = 20
neighbors for this dataset. Since there are less than 20 trajectories at
the bottom of the figure, they are all labeled as anomalies.

To conclude this discussion, OCTS seems to provide a good compromise for
detecting abnormal AIS trajectories. SIFTER and LOFTER complement
each other, since SIFTER focuses on spoofed trajectories and LOFTER on
isolated trajectories.

6.2.4. AIS and radar
This section studies the utility of the proposed AD algorithms for the

detection of abnormal ship behaviors using jointly AIS and radar data. The
interest in using radar data (that are less accurate than AIS data) is that all
ships in the range of the radar can be detected without being falsified and that
the AIS data may not be available on specific time intervals. This explains
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(b) OCTS predictions.
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(c) SIFTER scores.
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(d) SIFTER predictions.
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(f) LOFTER predictions. In the top right cor-
ner, an AIS trajectory with missing data (left
zoom) and another one with falsified data (right
zoom) have been displayed. They have been la-
beled as normal by LOFTER.

Figure 5: Performance of the algorithms for the AIS dataset. The histograms of scores
are displayed in the left figure (log-scale) with the threshold used to detect anomalies in
red. The detection results are shown in the right figure with normal trajectories in green
and abnormal trajectories in red.
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why these two sensors are often used for maritime surveillance (Guerriero
et al., 2008). Provided that the association between the two sensors has
been performed, the complementarity between AIS and radar data is known
to be interesting for monitoring vessels on the sea (Yang et al., 2022).

In order to analyze the interest of using AIS and radar data jointly, radar
tracks associated with the AIS trajectories described in Section 6.2.2 were
simulated as follows: zero-mean Gaussian noise was added to the interpolated
AIS tracks in range and azimuth. The noise standard deviations for the range
and azimuth noises were fixed to σr = 25.51 meters and σθ = 0.1531 degrees
(◦), corresponding to 50 meters and 0.3◦ with a confidence of 95%. The
interpolation was conducted using linear interpolation leading to radar data
acquired every 10 seconds. The simulated radar sensor is located at a latitude
of 34.4◦ and a longitude of −119◦ and is represented as a green square in Fig.
4b. AD was then performed on pairs of AIS and radar features for each ship.
The features used in these experiments are the position, speed and heading
of each ship given by the AIS and the simulated radar. Note that the AIS /
radar association was considered to be known in these experiments.

The joint use of AIS and radar data requires the definition of an appro-
priate similarity measure to be used in the proposed AD methods. A linear
combination of two distances with positive coefficients is a distance. Con-
sequently, s[(Ua,Ur), (Ta,Tr)] = (1− λ)sa(Ua,Ta) + λsr(Ur,Tr) defines a
joint similarity measure adapted to AIS and radar data, where 0 ≤ λ ≤ 1
is the weight of the radar similarity measure and Ua, Ta, Ur and Tr are
the AIS and radar matrices associated with a given ship. The experiments
have been conducted with λ = 0.5 meaning that the AIS and radar features
have the same weight in s[(Ua,Ur), (Ta,Tr)]. It should be noted that DTW
may be sensitive to the number of points in the compared trajectories. Since
the radar has a higher sampling frequency, sr tends to be higher than sa. In
order to avoid this problem, the hyperparameter λ might also be adjusted to
avoid penalizing long trajectories.

The interest of jointly using AIS and radar data is evaluated qualitatively
in Fig. 6. Our conclusions are summarized below:

• The anomalies detected by OCTS have not changed significantly when
compared to the AIS only scenario, except for some additional isolated
trajectories that have been detected as anomalies in Figs. 6a and 6b.
OCTS still performs quite well in this scenario.

• In the AIS only case, SIFTER seemed to focus on detecting spoofed
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(b) OCTS predictions.
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(c) SIFTER scores.
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(d) SIFTER predictions.
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(e) LOFTER scores.
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(f) LOFTER predictions. In the top right cor-
ner, an AIS trajectory with missing data (left
zoom) and another one with falsified data (right
zoom) have been displayed. They have been la-
beled as abnormal by LOFTER.

Figure 6: Performance of the algorithms for AIS and radar datasets. The histograms of
scores are displayed in the left figure (log-scale) with the threshold for anomaly detection
in red. The detection results are shown in the right figure with normal trajectories in
green and abnormal trajectories in red.
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trajectories. When combining AIS and radar data, SIFTER scores
have increased even for spoofed trajectories, as displayed in Fig. 6c,
and the distinction between normal data and anomalies is clearer (the
histogram of anomaly scores shows two modes corresponding to normal
and abnormal trajectories). As a result, some additional isolated tra-
jectories have been detected when compared to the AIS only scenario,
which is very interesting.

• Adding radar data to LOFTER has helped detecting spoofed AIS while
still identifying some ships outside nominal maritime routes, as shown
in Fig. 6f. Fig. 6f also shows that the trajectory containing missing
data (left) and the abnormal trajectory (right) have been detected as
anomalies thanks to the presence of radar data. Finally, it is interesting
to note that Fig. 6e shows that the scores associated with normal and
abnormal trajectories differ significantly, highlighting the interest of
using radar as a complement to AIS.

To conclude, in scenarios where AIS and radar data are available, we
recommend the use of OCTS for detecting anomalies in ship trajectories.
LOFTER and SIFTER still have some merits for detecting spoofed or shut
down trajectories.

7. Conclusion

This paper has investigated new anomaly detection methods for detect-
ing abnormal ship trajectories for maritime surveillance. These new methods
were obtained by injecting similarity measures adapted to ship trajectories
in state-of-the-art anomaly detection algorithms, namely One-Class SVM,
Isolation Forest and Local Outlier Factor. The resulting methods referred to
as OCTS, SIFTER and LOFTER are fully unsupervised. They were com-
pared and evaluated with multiple similarity measures using synthetic and
real AIS data. The proposed methods can also be applied to a combination
of AIS and radar data, which is interesting when the AIS data is spoofed or
not available. This interest was confirmed by showing examples of anomalies
detected by the combination AIS/radar and not by AIS only.

Our conclusion is that dynamic time warping generally provides very com-
petitive results with respect to the other similarity measures. Regarding the
performance of anomaly detection algorithms, LOFTER provided the best
results when applied to synthetic datasets with a controlled ground truth and
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OCTS performed well for real datasets. SIFTER also has valuable qualities,
such as discrete features. Thus we think that the three proposed algorithms
have complementary properties and should be considered in practical appli-
cations, offering the possibility to detect different abnormal ship behaviors.
Note finally that OCTS can be generalized to a semi-supervised scenario,
allowing user feedback to be considered (Lesouple et al., 2021).

Future work will be devoted to finding methods allowing the hyperparam-
eters to be determined automatically from the data, and taking into account
the ship type, since fishing vessels, cargos or sailing boats have different be-
haviors depending on their class. It would also be interesting to evaluate
the performance of the proposed algorithms to AIS and radar data obtained
from realistic maritime conditions, even if it is not easy to obtain ground
truth data for these applications. Another research area is performing an
accurate association between data resulting from different sensors such as
AIS, radar and electronic support measures (ESM). Finally, locating anoma-
lies in specific parts of suspicious trajectories would be valuable, rather than
considering the entire trajectories. This could be performed using trajec-
tory segmentation algorithms such as the Ramer-Douglas-Peucker algorithm
(Douglas and Peucker, 1973).
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