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Résumé

Par le passé, il était indispensable, pour le bmrctionnement du GPSG(obal
Positioning Systejnque le signal soit en vision directe entre lelfite et le récepteur, et les
signaux faibles n’étaient pas exploitables. Masxténsion du GPS aux services LBS
(Location Based Servicest a d’autres applications de navigation a chameggaradigme. Par
conséguent, on prévoit une augmentation considgiddltechniques de localisation de plus
en plus performantes, surtout dans des environnsnmdun type indoor ou urbain. Les
exigences de la localisation dans ce type d’enmieaments posent un véritable défi pour la
conception des récepteurs GPS.

Le but de la thése est d’optimiser les techniquesantes de traitement du signal GPS
pour la localisation dans des milieux contraindgns le cadre de TAGP®&¢sisted GPSCe
systeme suppose que le récepteur GPS est connegtéaruit dans un téléphone portable.
Ce genre de couplage permet de transférer au etgePS des données d’assistance via le
réseau GSM Global System for Mobile communicatipn€es données fournissent au
récepteur GPS la liste des satellites visiblessraagsi des valeurs estimées de leur Doppler
et leur retard de code, réduisant ainsi la fendt¢reecherche de ces parametres. Les travaux
de la these consistent a explorer différentes igaks d’acquisition du signal GPS pour
réduire le temps d’acquisition nécessaire ou TTFn¢ To First Fi) sans affecter la
sensibilité du récepteur GPS. Ceci est réalisésapre étude du canal GPS radio.

L’étude débute par une revue du GPS et de la steuctu signal utilisé dans ce
systeme. Le processus d’acquisition est ensuitatd&t détails: I'acquisition classique est
décrite en premier pour mettre en évidence pauite $effet du milieu de propagation sur
cette étape du traitement du signal. A cet efést,nhilieux contraignants (Indoors et Urbains)
seront modélisés et analysés. Cette analyse peanukttmettre en évidence les problémes
subits par les ondes radio se propageant danspeedignvironnements. On notera que le
canal urbain a été analysé en utilisant un modéja eéxistant élaboré par Alexander
Steingass et Andreas Lehner du DIEegtre Aérospatial AllemandSteingass et al., 2005
D’autre part, un modéle statistigue du canal indaa¥té développé par 'ESA(ropean
Space Agengydans le cadre du projet intitulé “Navigation sigmeasurement campaign for
critical environments” et présenté daRefez-Fontan et al, 2004Mais ce modele considere
un canal statistique invariable dans le temps. Relat nous avons développé un modele
Indoor qui envisage plutdt un canal variant aveeleps, en prenant en compte les variations
temporelles de certains parametres du canal, colmmatard et la phase de la fonction de
transfert. Les valeurs initiales de ces paramaitdisés dans notre modele sont toutefois
basées sur les distributions statistiques fourp@éde modele de I'ESA. L’étude des canaux
de propagation porte surtout sur les multitrajéds, inter-corrélations, et le masquage du
signal. Les multitrajets sont particulierement gésalans le cas de milieux urbains, les inter-
corrélations et le masquage sont par contre plusrgé dans les milieux indoors. Ces
phénomenes peuvent impliquer des erreurs danssiigmocalculée par le récepteur. Pour y
remédier, une des solutions est d’augmenter laeddigbservation du signal pour améliorer
le rapport signal sur bruit. Mais ceci conduit & demps d’acquisition beaucoup plus longs.
Par conséquent, la qualité commerciale du réceptunise en cause vues les contraintes sur
le TTFF nécessaires pour fournir une premiere moliuCes contraintes en termes de temps



de traitements sont aussi importantes que les aiotds en termes de précision pour les
utilisateurs du GPS. Mais ces deux contraintes vongénéral I'une a I'encontre de l'autre.
Par conséquent, une solution idéale consisteeddire le temps d’acquisition sans pour
autant affecter la sensibilité du récepteur.

Ainsi, dans la suite de I'exposé des méthodes aemnde traitement du signal dans la
phase d’acquisition seront présentées. La plugaced méthodes vise a réduire le temps total
d’acquisition plutét qu’a améliorer la sensibilitki récepteur: ceci permet de tolérer) le
traitement de signaux plus longs - afin d’amélideessensibilité - sans augmenter la durée
globale de traitement. Ces méthodes seront toubodia caractérisées en évaluant les
avantages et les inconvénients de chacune d’dlles. évaluation de performances de ces
algorithmes, utilisant des signaux genérés aveSpirent STR4500 sera conduite dans une
étape finale de cette étude.



Abstract

In the past, in order for GPS5lpbal Positioning Systento work accurately, the
presence of an unobstructed LASng-Of-Sight signal was necessary. Weak signals were
not suitable for use because they may have largeceded noise and other errors. The
expansion of GPS to LB ¢cation-Based Servicesind other navigation applications all
over the world, such as the E-911 and the E-112datas in the United States and Europe
respectively, changed the paradigm. Consequentlsamatic increase in the need for more
and more performant positioning techniques is etgugcespecially in urban and indoor
environments. These rising localization requireragmse a particularly difficult challenge
for GPS receivers design.

The thesis objective is to evaluate and enhancstiegi GPS signal acquisition
techniques for positioning goals in harsh environtsein the context of AGPSA$sisted
GPS. The AGPS system assumes that the GPS receivemisected to or introduced in a
mobile phone. This allows for the transfer of ABs§istance Dabato the GPS receiver via
the GSM (Global System for Mobile communicatiprellular network. Amongst others, the
AD provides the GPS receiver with the list of vieibatellites and estimates of their Dopplers
and code delays, thus reducing the search windaWweske parameters. This work consists in
exploring different GPS signal acquisition to reelube acquisition time or TTFHifne To
First Fix), without affecting the receiver sensitivity. Thgsdone after a prior study of the
GPS radio channel.

The study starts out with a revue of the GPS sysdach the GPS transmitted and
received signal structure. The acquisition prodssthen described in details: the classical
acquisition is first described in order to procedérwards with the impact of the propagation
environment on this stage of the signal processiuy. this purpose, harsh environments
(urban and indoor) are modelled and analysed. dhaysis enables to study the problems
which encounter the radio frequency signal propagdhrough such environments. Note that
the urban channel is studied using an existingssitatl model developed by Alexander
Steingass and Andreas Lehner at the DiGer(nan Aerospace CenjefSteingass et al.,
20093. On the other hand, an indoor channel model waldped by the ESAEUropean
Space Agengyin the frame of a project entitled “Navigatiorgisal measurement campaign
for critical environments” and presented iRéfez-Fontan et al, 2004 But this model
considers a time invariant statistical channel. $eguently, we developed an Indoor model
which rather considers a time variant channel,diynty into account temporal variations of
some channel parameters, like the transfer funadelay and phase. The initial values are
however based on the statistical distributions ey by the ESA model. The channels are
analysed is terms of multipaths, cross-correlatiansl signal masking. The multipaths
replicas are particularly disturbing in urban eomiments while the cross-correlations and
masking effects are more disturbing in indoor emwvnents. These phenomena may induce
errors in the final solution calculated by the ieee In order to avoid this error, one solution
consists in increasing the signal observation dumah order to enhance the signal to noise
ratio. But this generally implies longer acquisitidime, thus affecting the receiver



performance, commercially speaking. Indeed, theetimquirements are as important as
sensitivity requirements for GPS users. Howevegsehtwo requirements are not generally
compatible with each other. Consequently, an idgalution consists in reducing the

acquisition time without greatly affecting the re@z sensitivity.

Accordingly, such advanced methods for acquisis@gnal processing are described
next. Most of these methods aim at reducing tha tatquisition time, rather than enhancing
the receiver sensitivity. This means however thagér signal blocks can be processed (thus
enhancing sensitivity) without affecting the glolpabcessing duration. At first, each of these
methods is evaluated through the description adddizgantages and drawbacks. A performance
evaluation of these algorithms, using signals gaedrwith a Spirent STR4500, ensues as a
final step of this study.
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Chapter 1 - Introduction

Résumé du chapitre 1

L’objectif de cette these est double : tout d’abdrd’agit de caractériser le canal GPS
d’'un point de vue de I'acquisition, et ensuite depgoser une solution de traitement de signal
optimale pour améliorer le processus d’acquisition.

Dans un contexte de localisation par satellite,el@gronnements urbains et indoors
présentent pratiquement les mémes problémes, mpiebleme de I'atténuation du signal est
plus prononcé dans un environnement indoor. Aims¢ étude des caractéristiques du canal
GNSS est particulierement importante pour mieux m@mdre les problemes de ce type de
canaux, et trouver une technique de traitementtédap
La caractérisation du canal a été réalisée ersartiliun modele de canal qui soit le plus en
conformité avec le canal réel: un modéle basé dag tests statistiques réels, tout en
permettant de contrdler I'environnement de testurRela, un modele pour I'environnement
indoor a été développé dans le cadre de cette.tRege I'environnement urbain, c’est le
modele du DLR (centre spatial Allemand) qui a éiksa.

Les résultats obtenus ont permis de tirer quelqueslusions concernant les problemes
rencontrées lors de 'acquisition d’'un signal GE8s conclusions ont conduit a la deuxieme
partie de cette thése qui consiste a trouver ureti@o optimale pour le processus
d’acquisition.

Le but de cette deuxieme partie est donc de trode® techniques avancées de pour le
traitement di signal en acquisition, de les décraede comparer leurs performances, en
termes de sensibilité et de temps d’acquisition.

Ainsi, cette thése est répartie en sept chapinggnisés comme suit :
Le premier chapitre donne le background nécesstinesume les objectifs de la thése.

Le deuxieme chapitre décrit les bases du systen® déblde la phase d’acquisition du
signal dans ce systeme. Il illustre en outre lafop@ances d’'un récepteur GPS de base en
acquisition avec les résultats obtenus par urrdéedisé au cours de cette these.

Le troisieme chapitre présente une caractérisagocanal GPS, en le modélisant dans
un premier temps, puis en réalisant plusieurs &sfsouvoir en tirer des conclusions.

Le chapitre IV présente deux techniques d’améiionat des récepteurs GPS
standalone : le HSGPS et AGPS. Chacune des casdaek sera décrite et ces performances
evaluées.

Le chapitre V consiste en une exploration approfonde différentes techniques
avancées de traitement du signal GPS en acquisRimsieurs techniques ont été étudiées.
Seules les plus significatives d’entre elles oatréportées dans cette these.
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Le chapitre six présente une comparaison des pesftces des techniques décrites
dans le chapitre V, en termes de sensibilité (&ealvia le parametr€/Ny) et le temps
d’acquisition. Les méthodes ont été implémentéas Matlab® 7.1.

Finalement le chapitre VII présente une synthése wisultats obtenus et des
recommandations pour des travaux futurs.

Il est a noter que les chapitres 1V, V, et VI oté éalisés avec la collaboration de
Thalés Alenia Space, dans le cadre des activitéealerche du projet européen LIAISON.
LIAISON est un projet de recherche dirigé par ThalMenia Space et engage 34 partenaires
Européens, qui vise a développer les services LA® ges marchés professionnels.
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Introduction
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.1 BACKGROUND AND MOTIVATIONS 4
[.2 THESIS OBJECTIVE
[.3 THESIS OUTLINE

~N O

GNSS (Global Navigation Satellite Systemsavigation solutions are being more and
more integrated in our daily life. With the emeiginBS (Location Based Serviceand other
positioning applications, the need for positioniagbsolutely justified. In the United States,
the primary LBS driver is the E-911 mandate isshgdhe FCC Federal Communications
Commissiopy phase Il of which was due for implementation@gtober 2001 FCC, 2000.
The E-911 mandate requires that the position ofebular phone be available to the
appropriate emergency PSARPuUplic Safety Answering Pojnt Operators who deploy
network-based solutions (which are independentapidket type, software, etc) must locate
callers within 100m at least 67% of the time, anthiw 300m accuracy 95% of the time.
Operators selecting handset solutions (requiriregigiized handsets with location capability
like GPS enabled handsets) have more rigorousnegants of 50 m at 67% of the time and
150m at 95% of the time. The E-112 mandate is tvefiean counterpart of the E-911.

The most promising technologies to achieve thisaarontinental level was cellular
phone network-based TDOAitme Difference Of Arrivadlmethods (refer to appendix D for
more details on cellular network based positiommgthods) and GPS, if the latter could be
made to operate under attenuated signal conditieardy developments and testing of cellular
phone network-based TDOA methods resulted in priogpisesults with the use of GPS to
precisely time synchronise signal transmissidfisifas et al, 1997 & 1998 However, the
additional cell equipment required proved to béallenge. In addition, with TDOA being a
hyperbolic location method, observability was fouade low in an urban environment given
the rapidly changing geometry of the availablesxaDutside urban areas, the cell geometry
was not present to meet availability requiremeRtsthermore, the exclusive use of network
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based technologies yielded a position accuracyishgeénerally much lower than GPS-based
solutions LaMance et al., 2002

The main goal of modern satellite positioning ismarily to provide a worldwide
solution in all kinds of environments. This solutics subject to precision and computation
speed requirements, especially when dealing wiahtime commercial applications.

The American GPSQlobal Positioning Systemis currently the only operational
satellite based positioning system as the Eurofigaitleo system is planned to roll out by
2012 Mathieu, 200§ [PriceWaterHouseCoopers, 2J0Dne of the advantages of a satellite
positioning system is that the users are not reduio transmit anything to the satellites, so
there is no limit to the number of users that cae the system simultaneously. This thesis
only deals with GPS receivers.

Although the GPS was originally designed as a amyjisystem, with the primary goal
of providing land, air and marine positioning cajpabs to the U.S. armed forces and its
allies, GPS is currently freely available to aVWikan users. Given the existing space-based
infrastructure and coverage advantages of GPS, aRdseand Development efforts on
improving GPS performance intensified rapidly, ahd number of civilian users is already
far greater than the military users and tremendongvation is occurring within the civilian
sector, with the development of technology and @doces that are permanently increasing.
So far, the recent advances in integrated ciregiihiology have made it possible to produce
highly sophisticated GPS receivers in volumes #inatcheap enough for mass usage, and also
small enough to be integrated into small autonona®msces such as PDARdrsonal Data
Assistantsand cellular mobile phones. These technologie® Iparticularly contributed to a
faster integration of the GPS by the general pufiliee small size also indicates low power
consumption, and results in more possibilitiesthar integration of a GPS receiver into ever-
smaller cellular phones.

I.1 Background and motivations

The main goal of satellite positioning is to pravian all time/all weather solution. For
this, it has to deal with many types of operatioeavironments which may be generally
classified as:

- Rural environments: they refer to unobstructed environments with \gogd satellite
visibility. In such environments many direct LOSne Of Sit¢ satellite signals are
generally available at the receiver level. This ngethat the received signal is strong
enough to be easily acquired and tracked.

- Urban environments in these environments a LOS satellite signal ot always
available. The signal generally reaches the receafeer multiple reflections or
diffractions or after going through various possibhaterials like walls or foliage for
example, giving rise to multipaths and shadowingrigmena. This causes the signal
to be attenuated compared to the theoretical L@&aki Furthermore, the presence of
NLOS (Non LOS signals leads to inaccurate solutions, since thaye different



Chapter 1 - Introduction

delays, or are very attenuated, compared to tlggnatisignal. Cross-correlations may
also appear if two signals have different strengths

- Indoor environments. these environments refer to in-building sitesereha LOS is
not very likely to be available at the receiver.ntiost cases the signal must cross one
or several concrete walls and ceilings to reachrélaeiver. This implies an important
attenuation of the signal power, depending on thling materials. Note that cross-
correlation problems may also arise in the caseraviveo signals with very different
signal strengths reach the receiver (with one riegch through a window, and the
other one going through a wall for example).

Generally speaking, the urban and indoor environsnéiave practically the same
problems, but the attenuation problem is much n®gaificant in indoor environments.
Hence, a subtle study of the channel charactesigiparticularly valuable in order to gain a
greater understanding of the GPS channel problemd, thus to find an optimal signal
processing technique to be adopted.

Many studies aimed at characterizing the diffe@RS channels, especially the indoor
and the urban channels. The studies were condusied either simulated channel models
[Steingass et al., 2009 Gligorevic, 2002, [Mangold et al., 1998a]band[Chandra, 200R,
or field tests Pérez-Fontan et al., 20D4[Steingass et al., 20D4[van Diggelen, 200]a
[Deshpande et al., 200dKavak et al., 1999and [Saleh et al., 1987

The indoor model developed by the ESAufopean Space Agencgnd presented in
[Pérez-Fontan et al., 20D4s a statistical model based on field tests realiusing a GPS
signal simulator placed on board a helicopter, ar@&PS receiver in a 6 stores building. The
tests were conducted for the GPS receiver beingedlan different stores of the building and
more or less close to that building external wallse problem with this model is that it is
static and assumes that the channel parameterstd@ry with time. For this reason, a new
indoor model was developed in the frame of thisithéased on the statistical results of the
ESA model, but with time-varying parameters.

The DLR German Aerospace Cenjedeveloped an urban channel model that is
available for public useSteingass et al., 2005This model was used to assess the main
characteristics of this channel. This model iseaim optical model, based on ray tracing and
statistical results obtained through differentdidésts. It is a time varying model. In this
thesis, the urban channel was studied using b&ttR model, and a modified version of
our indoor model to match with the urban channel.

The results obtained allowed for deriving some agions about the GPS signal
acquisition main problems. These conclusions drbnve subsequent search of an optimal
solution for the acquisition process.

Conventional GPS receivers were initially desigt®dperate in open sky, i.e. in the
presence of unobstructed LOS, and the receivedligateignals usually conform to the
minimum strength requirement specified by the ICBS=200C [CD200C, 200R The
expansion of GPS to LBS, changed the paradigmGid is utilized in increasingly difficult
operational environments such as urban and indoanrels where path loss is very severe
most of the time. As conventional GPS is unlikelyoperate properly in such environments,
HSGPS High Sensitivity GPSand AGPS Assisted GPStechniques have been developed.
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While the HSGPS uses long signal integration tikejwfelt et al., 20Qland[Akos et al.,
200Q, the AGPS rather relies on external navigatiotadading to acquire and track weak
signals much lower than conventional GPS, which esa&PS useable in signal degraded
environments. These new techniques have made #ibj@sto use the GPS receivers in
various signal degraded environments. The AGPitgak is particularly interesting and is
recognized as a very promising techniggarunanayake et al., 20D04{Goran et al., 200]1
[LaMance et al., 20Q2and [Changlin, 2003 The HSGPS mainly enhances GPS signal
tracking, but does not enhance acquisition. The G&iver conducts operations of
acquisition, tracking, and navigation message demadidn. Acquisition is a coarse
synchronization process giving estimates of theecotfset and the carrier Doppler. The
estimated PRN code offset and carrier Doppler aesl wo initialise the tracking loops which
along with bit synchronization and sub-frame syoaiwation perform a finer search over the
two parameters, and keep track of the carrier adle @as well as computing pseudorange and
carrier phase measurements, and demodulating thgatian message. Finally the navigation
solution is calculated. Prior to determining thelealelay and the carrier phase, a search for
the PRN code to be used may be necessary, espetihk receiver has been shut down for
long time. The acquisition is the most difficulage to be carried on. This is particularly true
in degraded environments.

The present thesis only deals with acquisition eispdifferent software acquisition
approaches were tested and compared in terms gftigep and computation time. The
performance evaluation is traditionally carried asing field tests, which is costly, time-
consuming and introduces possible uncertaintiedaltiee uncontrolled testing environments.
An alternative method is to implement a simulatoailaboratory environment. Through such
tests, GPS signals are replicated under stricthtrobed conditions and verification of the
receiver performance can be conducted. GPS hardsiratdators are designed to accomplish
this task. They are effective and cost-efficierdlsofor verifying new GPS product designs
because of their capabilities to reproduce the Ra&d{o Frequengysignals of GPS satellites.
A series of Spirent Communications Inc. hardwareSGignal simulation systems is now
available to generatd,, L, and L, carriers with C/A Coarse/Acquisition code, P

(Precisior) code and navigation data. In this thesis only theC/A code GPS signal
acquisition is addressed. The Spirent STR4500 sitowuthat was used through out this thesis
has 12 independent channels with GBS carrier frequency, and C/A code. It has the

capability of generating different scenarios andvptes full user control over the power of
different satellite signals. The models developaad also be used in such performance tests.

|.2 Thesis objective

The thesis objectives are twofold: first, to chéedaze the GPS channel from the
acquisition point of view, and second, to propopénaal software solutions to improve the
acquisition process.

The channel characterization is conducted usingaarmel model which has to match
with field signals in a satisfactory manner. Theref it is based on field test statistics, while
allowing for a full control of the simulated signadrameters, the main goal being to provide
representative results while controlling the tegtmvironment. The channel is studied in an
acquisition context, i.e., with requirements copesding to those of the acquisition phase of
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the GPS signal processing. Different types of cknare used in order to derive general
conclusions on the GPS channels.

Once the different channels are described and ctesized, and the acquisition
problems mitigated, the next step is to try to findvanced software techniques for
acquisition, describe them and compare their perdoice using either simulated and/or real
signals. The TTFF and the sensitivity are the keyeds for GPS receivers acquisition
performance evaluation. The TTFF is the time nedde& GPS receiver to provide a first
position. It accounts for both the signal obseoratime and the signal processing time. The
sensitivity refers to its ability to acquire andspibly track weak signals. For commercial
solutions, an efficient receiver is a receiver widduced TTFF and high sensitivity. But
generally, enhancing the sensitivity results inraateased TTFF and vice versa. In fact, one
way to enhance the receiver sensitivity is to wsgér coherent integration times leading to
higher SNR $ignal to Noise Rat)oat correlator outputvan Diggelen, 2001b But this
increases the TTFF. As a result, a compromise @ustys be found between the receiver
sensitivity and the TTFF. Note however, that madifythe acquisition algorithm in order to
reduce its complexity, enables the use of longdresent/non-coherent integrations to
increase sensitivity, without eventually increasithg overall TTFF. This will be the key
driver of the advanced techniques studied in #sgarch.

.3 Thesis outline

Characterizing the GPS channel and testing diftesdmanced acquisition techniques
are the core parts of this Ph. D. The dissertatiomprises seven chapters organized as
follows:

This first chapter gives the necessary backgrouridrmation and establishes the
intent of this thesis.

Chapter Il provides an overview of GPS and the mtiipn signal processing phase. It
starts with a brief description of the GPS architex and the transmitted and received signals
structure. Next, it describes the acquisition psscand reports on its main limitations before
recalling the classical sequential acquisition atgm and the FFTRast Fourier Transform
algorithm principles. In the last part, it repoots some results illustrating, the standalone GPS
performance.

Chapter 11l addresses the issue of the GPS chahaehcterization. This is carried out
by first modelling the channel and then carryinffedlent test cases, which leads to some
concluding remarks about this channel and its rpeablems. One of these conclusions is that
the standalone GPS cannot be used in constraingcbements and augmentation systems
are a must.

Two main improvement techniques are dealt withhapter IV: the HSGPS and the
AGPS. These two systems are first described eamealith some results assessing their
respective performance. Subsequently they are caadpe@th each other and conclusions are
drawn finally. Experiments realized in the Touloudewntown and the ENACECole
Nationale de ['Aviation Civile campus provide a useful insight on these two esyst
functioning properties.



Chapter 1 - Introduction

Chapter V consists in an in-depth investigation different advanced software
acquisition techniques. Much more techniques wetam@ed, but only the six most
significant methods are reported here for furth@algsis and performance comparison. This
chapter introduces these advanced techniques. atheéintages and drawbacks are evidenced
using either theoretical considerations and/or solstrating examples. The first five
techniques dwell with improving the acquisition @ithm for one satellite, thus assuming a
“mono-satellite” search at each execution of trgoalhm. The sixth is rather a “multiple-
satellite” algorithm where many satellites are skad for in parallel. The latter acquisition
method can be optimised by combining it with onéhef five aforementioned techniques. But
due to the algorithm structure, not all of thessteques can be combined with it, as it will be
discussed.

A performance comparison of all these methodsssssed in chapter VI through the
computation of theC/ N, (signal power to noise power density ratio) areldbquisition time

for different values of the integration durationoljerent and non-coherent) and signal
strengths. The algorithms were implemented usingafa7.1. The chapter reports on the set
of experiments conducted in this context. A fist af experiments provides a comparison of
the different algorithms at similar parameter valua terms of complexity and sensitivity. A
second one yields a performance comparison witherahreshold values, to compare the
limits in sensitivity for each method.

Last, Chapter VIl synthesises all the results olt@ithrough out this thesis with some
concluding remarks, and recommendations for fultoeks.

It is noteworthy that part of this thesis (Chapt&/s V and VI) was realised in
collaboration with Thales Alenia Space in the frashéhe research activities of the European
project LIAISON. LIAISON is a research project lbg Thales Alenia Space and involving
34 other European partners, which aims at develppiBS for professional markets.
LIAISON has received research funding from the Camity's Sixth Framework Program.
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Résumé du chapitre Il

Le signal GPS civil de la porteuse utilise une modulation BPSK, les codes utilisés
étant des codes dits C/A qui sont des codes danallé de Gold. Chaque satellite est
caractérisé par son code C/A qui lui unique. Cedesocont des propriétés de corrélation
caractéristiques : Leur autocorrélation présentha principal ayant une forme triangulaire
guand les deux codes sont en phase, et des vatesrfaibles de I'ordre de 1/1023 si les
codes ne sont pas en phase. Cela permet d'identiiaetard du code en corrélant le signal
recu avec une réplique identique du code C/A atifians ce signal.

La localisation par satellite est basée sur lecipa de la triangulation, qui exige la
réception d’au moins quatre signaux satellites. cGhade ces signaux est corrélé a la
réception avec le code C/A correspondant afin daettre en phase avec le signal regu. Ceci
permet par la suite la démodulation des donnée®icoa dans le signal.

L’acquisition est la premiere étape du traitenamtsignal GPS. Pour cette phase on
dispose en général de peu d’'information sur leadiggtu. Cette étape d’acquisition est suivie
par une étape de poursuite qui se base sur lirdtiom grossiére fournie a la sortie de
l'acquisition pour I'affiner et la mettre a jour diggon continue. Il est connu que I'acquisition
est I'opération la plus difficile et longue pour tétepteur GPS. Ceci est particulierement vrai
dans des environnements sévéres ou le récepteuutBiBS pour le positionnement doit étre
amelioré en software et/ou en hardware. Cette théasidére plutét une amélioration en
software car ces techniques présentent plusieuasitagyes par rapport aux technigues
hardware :

- La facilité d’évolutions futures

- La capacité de travailler avec des signaux discrets

- La flexibilité¢ dans la conception et I'implémentatj fournissant ainsi aux
chercheurs et développeurs une flexibilité accroer pester et évaluer les
performances d’une technique ou d’'un systeme donnés

- Une indépendance de la partie hardware qui pertéeitel des composants
qui aient des réponses non linéaires en fonctiodadempérature et du
temps.

- La possibilité d'utiliser des algorithmes de traient de signal assez
sophistiqués pour pouvoir capter des signaux gensdres en dessous des
niveaux hominaux.

Il est & noter que l'acquisition ne consiste paguement a faire une recherche sur les
différents retards du code du signal recu pour strenen phase avec celui, mais aussi une
recherche sur les différents Dopplers possiblegssphr la porteuse du signal recu. En effet,
le signal en se propageant dans I'atmosphere smbdécalage temporel et fréquentiel en
méme, causant ainsi la porteuse de se déplaceetagpt de sa valeur d’origine. Le doppler
fréquentiel est en général estimé a queld{lds et les pas de recherche fréquentielle sont de
'ordre de quelques centaines lde a quelques dizaines dhz, suivant la durée d’intégration
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du signal. Le pas de recherche temporelle lui edtoddre d’'un demi chip en général. Mais
guand il s’'agit de signaux discrets, le pas de emttte temporelle se réduit au pas
d’échantillonnage, dépendant ainsi de la fréqueaehantillonnage utilisée.

La décision sur la détection ou non du signal seefa comparant le résultat de
'acquisition a un seuil défini en fonction de leopabilité de fausse alarme et de la durée
d’intégration (cohérente et non-cohérente). Si ealsest dépassé, la case correspondante
définie par une valeur de la fréquence Doppleruetetlard de code, est supposée contenir du
signal utile, sinon elle uniquement formée de biNdtons que l'intégration cohérente est un
parametre tres important dans l'acquisition. Ceapetre a des effets opposés sur la
probabilité de détection du signal et le temps a@ldsition. Si on augmente le temps
d’intégration cohérente, la sensibilité du récept@ux signaux faibles se trouve améliorée,
mais cela implique un temps d’'acquisition beaucoplps é€levé, le rapport entre
laugmentation du temps d’intégration et le tempacquisition n’étant pas linéaire. Cela
signifie que suivant I'environnement dans lequel s trouve, les temps d'intégration
cohérents et non cohérents doivent étre adaptasquoun compromis soit atteint entre la
sensibilité aux signaux faibles et le temps d’asitjoin.

Deux schémas principaux de recherche en Dopplem ettard du code sont présentés
dans ce chapitre : la recherche séquentielle,ooadses de recherche sont explorées 'une a la
suite de l'autre. Bien entendu, cet algorithme @&herche, appelé algorithme Tong est trés
colteux en temps de calcul, mais n'a aucune exggem&amoire. La deuxieme technique de
recherche se base sur la FFT pour réaliser uneenawh en paralléle sur tous les retards
possibles du code pour une fréquence Doppler doribérc la recherche en fréquence
Doppler se fait toujours en séquentiel.

Finalement, un test d’acquisition a été réaliséitdisant le récepteur GPS OEM4, et
le générateur de signaux GPS Spirent STR4500.<Lententre que la limite de sensibilité de
ce récepteur GPS classique est a peu pres égadleb alBHz une valeur tres élevée par
rapport au niveau des signaux recus dans les miligaains et en indoors.

10
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information on the signal received depending ondpglication, as already mentioned in the
introductory chapter. It is followed by a trackistage which is based on coarse information
provided by the acquisition process in order taneefit and constantly update it. It is
commonly recognized that acquisition is the moftadilt and time-consuming operation in a
GPS receiver. This is particularly true in degradadironments where GPS positioning must
be enhanced through software and/or hardware upgyad the receiver. This thesis rather
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deals with software enhancement techniques becaofievare approaches offer many
advantages over conventional hardware approaches:

- ease of upgrade

- capability of working with discontinuous signals

- flexibility in design and implementation, thus piding researchers and
developers with more evaluation and testing flditybi

- hardware independence which allows for avoiding-inear temperature-
dependent and age-dependent components

- the potential for using sophisticated signal presesprograms to work with
signals far below normal levels

Before describing the optimisation techniques pseg it is necessary to describe the
GPS signal structure and the acquisition processletails, then to describe the radio
frequency propagation channel in order to be ablddtter determine the problems and
consider the possible solutions. This chapter fesumn describing the GPS signal classical
acquisition principles and chapter Il deals whie tGPS channel and its constraints.

1.1 GPS overview

[1.1.1 GPS basics

The NAVSTAR (NAVigation Satellite Timing and Rang)h@PS satellite radio-
navigation system was first developed by the Un&&ates DoD Department of Defenyéo
allow the military membersHarkinson, 199p to accurately determine their 3D PVT
(Position, Velocity and Timmformation) anytime, anywhere in the world. 1Gsselater, in
1983, it was decided to allow the civilian use bé tGPS system. The Full Operational
Capability of the GPS system for civilian use wasa@unced in 1993Jowoma, 200p

The GPS architecture is composed of three segments:

- The space segmentontains the MEOMedium Earth Orbit satellite constellation
which currently consists of 30 Block II/IIA/IIR/1IRV satellites (at least 24 satellites
are active at a timekennedy, 2002. They are all arranged in six earth centredtorbi
planes. The nominal orbital period of a GPS s#teldi equal to the duration of half a
sidereal day (about 11 hours and 58 minutes). Watlobstruction, up to 12 satellites
may be visible at onceGermroth et al., 2005 The satellite payload contains four
atomic clocks, two based on Rubidium and two onsCae, for a precise signal
generation.

The GPS satellites use today two carrier frequencie broadcast users
radionavigation signalst; (157542MHz ) andL, (12276 MHz ) carriersICD200C,
2000. A third carrier frequencyl, (117645MHz ), will be mainly used for safety-
of-life purposes such as ARN3dronautical Radio Navigation Servi¢gd® oD, 93.
But it is not expected to be fully operational ref@011. The satellite signals require
a direct line to GPS receivers and can hardlyptfimpossibly, penetrate water, soill,
walls or other obstacles. Two kinds of codes ammdcast on the, frequency: C/A

(Coarse Acquisition code and P Rrecision code. The C/A code is available to
civiian GPS users and provides the SB&dard Positioning Servikelt provides

12
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the users with navigation accuracy less thd@m 95% of the time in the horizontal
plane and less thaB2m 95% of the time on the vertical ax&sskistant Secretary of
Defense, 2041 after may 2000, when SASéglective Availability was removed

following a decision made by President Clint@lifiton, 200Q. The SA process was
intended to prevent potential adversaries of th#ddrStates from using low-cost GPS
receivers for certain military functions. The sigtransmitted for civilian purposes is
the result of a BPSKB({nary Phase Shift Keygdnodulation of thel, carrier

frequency by data bits and C/A code chips. Eacéllgatis assigned a unique C/A
code which is a PRNPceudo Random Noissequence. The P code is broadcast on
both the L, and L, frequencies. The P code, used for the PP®cfse Positioning

Servicg is only available to the United States governmamd its allied countries
military users (France for example). It is furtleeicrypted into a classified Y code and
the two codes are referred to collectively as R{gde [CD200C, 200D Using the P
code on both frequencies, a military receiver camewe better accuracy than civilian
receivers. This thesis only deals with thecarrier modulated by the C/A code, which

is of primary commercial interest.
The data bits sent &0 Hz are summed with the code sequence using a DISIgST(

Sequence Spread Spectjurechnique, providing CDMAGoded Division Multiple
Acces¥ modulation schemes, to ensure the channel medéiptessHeterson et al.,
1995], [Spilker, 199V The message sent contains two important elemehts
almanacs and the ephemeris data. The almanacsrcortiédal data about the location
of all the satellites in the constellation and tinméormation. They are regularly
updated from ground stations monitoring the cotetieh. The ephemeris data consist
in short-lived data about the orbit of the partgubkatellite sending it and time
information also. They are valid for four hoursdaare transmitted every two hours.
More details on the data navigation message cdoumel in appendix A.

- The OCS QOperational Control Segmeéntracks the satellites in space, monitors the
satellite health and signal integrity, and updakesclock corrections, ephemeris and
almanac, and other parameters essential to deteroser PVT. The U.S. DoD
maintains an MCSMaster Control Stationat Falcon Air Force Base in Colorado
Springs. There are four other monitor stations tledtan Hawaii, Ascension Island,
Diego Garcia and Kwajalein.

- The user segmenis composed of the user receiver equipment whicfopas the
navigation, timing, surveying by processing thednt signals transmitted from the
satellites. One of the GPS system advantagestishb&PS receiver is passive, i.e. it
does not need to send signals back to satellitéepends exclusively on the received
signal. Consequently, the number of GPS receivars loe unlimited, with the
possibility for these receivers to be static or it here are civilian applications for
GPS in almost every field, from surveying to tramr$gtion, natural resource
management, and agriculture.

The next section briefly describes the principle taangulation used for GPS
positioning.

13
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[1.1.2 Principle of GPS positioning

The ephemeris information transmitted by each l#até$ necessary to determine the
user position which is usually determined by meaguthe propagation delay of at least four
received GPS satellite signals. The calculatedydete proportional to the distance the
signal travelled from the satellite (its range).e$& distances are called pseudo-ranges (not
ranges) due to some residual clock errors betweemeceiver and the transmitting satellite.
The travel time of GPS satellite signals can beratt by atmospheric effects: when a GPS
signal passes through the ionosphere and tropasjthisrrefracted, causing the speed of the
signal to be different from the speed of a GPSdigm space. Sunspot activity also causes
interference with GPS signals. Other sources areare distortion of the signal caused by
electrical interference or errors inherent in theSGreceiver itself. Errors in the ephemeris
data (the information about satellite orbits) atsmises errors in computed positions. Small
variations in the atomic clocks (clock drift) ondrd the satellites can translate to large
position errors: a clock error of 1 nanoseconddiaes to 3 meters user error on the ground,
for example. The receiver clock bias is also anartgnt error source. This bias is however
common to all received signals. In order to avaitktinaccuracies leading to such errors, this
bias is considered as an additional unknown tdhhtee dimensional position unknowns. This
is why at least 4 satellite signals are neede@naptite an accurate 3D position.

The position determination using calculated psewshgies is called triangulation
(figure 1I-1). The receiver generates a replicahef received signal code using its own clock.
A classical receiver estimates the correlation fioncbetween the received signal and the
computed C/A code replica by multiplying the incagnisignal with this replica at different
time lags over alms interval (corresponding to one C/A code periodyi aumming (or

integrating) the result. If the code samples dolinetup with the signal from the satellite, the
sum of multiplied signal will be close to zero. Tlags that are close to the correct time offset
will sum to larger values (because more of the initthe code line up). Once the received
satellite code and the replica code have both dheesstate, the receiver is able to determine
the phase shift of the local signal with respecth®e received signal, and then deduce the
exact propagation delay: this state correspondegéanaximum of the correlation function.
The signal processing will be detailed in the reedtion.

For each measurement, the receiver can be pogitmma sphere centred on the signal
emitting satellite and having as radius the meakgadellite-to-user pseudo-range plus or
minus the satellite to user clock bias. The positian then be determined as the intersection
of at least three spheres, as illustrated in figlsiebelow. A fourth measurement enables to
solve for the time information, as already expldine

14
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Fig II-1: The triangulation method for determining the user position

The earth shape is not a perfect sphere and tHaceumodel must represent an
appropriate model which is an approximation for ¢ageth's surface. The satellites positions
are computed by the user from the broadcast eplemiata in the reference frame called
WGS84 World Geodetic Referen@) [Kaplan, 199¢. Thus the user position is hominally

expressed in the WGS84.

11.2 The GPS signal structure

In this section, the GPS transmitted and receivigtat structures and spectral

characteristics are described.

[1.2.1 The GPS transmitted signal

The GPSL, signal generation is described in the followingdll diagram (figure Il-

»-3 dB

-

2):
P(Y) code o) | BPSK
G(er?eratc '\XZR ”| Modulator
A
Data .
Generator 90
v v
C/A code Yo\ BPSK
»( XOR
Generator \_/ Modulator

=

Fig 1I-2: GPS L, carrier modulation
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The P(Y) code has a chipping rate of 10Mhipsk whereas the C/A code is at 1.023

Mchipsék. The data has a bit rate of 50 bps. In order hegde thel, signal, the data bits are
first combined with the P(Y) code and the C/A codespectively using a XOReXclusive
OR) process. The resulting signal is used to modulegd., carrier at157542MHz using a
QPSK Quadrature Phase Shift Keyingcheme: a BPSKB{nary Phase Shift Keyingcheme
is used for each code. The C/A code modulatesiease component of tHe signal, while

the quadrature phase component is modulated by (¥ code. The long and secure P(Y)
code has a period of seven days, while the Golé €&J& code has a 1ms period.

The satellite payload is designed such that attkckignals are derived from only one

reference clock.

The signal of satellitetransmitted on thé&., carrier can be expressed as:

s'(t) = Al (t) [ (t) [Eos@rtt) + A/V2 [ (t) Op' (t) Bin(27t.t) (II-1)

where s, is the signal transmitted by satellite

A, is the signal amplitude,
d is the data message to be sent by satellite

_To _
d‘(t){Zdi(k)w(t—kTD)}Drec t_l__é , d'(k)O{1-1, with T, the data bit

D

k=—c0

duration (20n9,
- KT

° |, e,

T
. oo t—'c
¢, is the C/A code of satellite ¢ (t) = Zc‘ (k) ec /_?—

k=—co c

with T, the PRN code chip duratioﬁ'c(:fi with f, =1.023MHz the C/A code

Cc
rate),

- o t-To/ kT
p ., is the P(Y) code of satellitd, pi(t)= 3" p' (k) Cec __ /2 e,
Ko T

p

p(k) O{1-1}, with T, the PRN code chip duration, and,
L1, is the carrier frequency d57542 MHz .

The ]/\/E coefficient in front of the P(Y) signal refersttee —3dB gain applied by the

transmitter to the P(Y) code signal. The spreadawior is given by the ratid, /T, . In
practice, T, is chosen to be a multiple of the temporal rejoetiperiod of the PRN sequence;
T, =nLT,, whereL is a one spreading code period length in chipghéncase of the C/A
code of length.=1023 chips per period) is set to 20.

The data and the codes are synchronised with etwr, csuch that the data bit

transitions occur at code chip transitions.
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Since this thesis only deals with civil applicasothus only the C/A component of the
GPSL, signal will be considered in what follows, that is

S(t) = Alal(t) Le(t) Leos@rit) (for a given satellite)

The PSD Power Spectral Densityf the resulting transmitted signal can be coragut
by first calculating its autocorrelation functiagsuming that the three signal components are
independent (data, C/A code and carrier):

Rs(7) = Ry (1) IR (1) [Rg, (7) (1-2)
where R, (7 )is the autocorrelation function of the data sigluiél)

R.(7 ) is the autocorrelation function of the materiedis®RN code signat(t)
R.,(7 ) is the autocorrelation function of the sigrsa(t) = Acos@7t.t )

Then, assuming the three signals to be independent,according to the Wiener-
Kintchine theorem, the PSD &ft) is given as:

Ss(f)=Sq (F) TS ()OS, (F) (1-3)

A2
Where S, (f) = T[5(f —L,) +3(-f -L,)], the PSD of the carries,

S, (f) =T, 8inZ(7£T,), the PSD of the date(t)
2
S.(f) -1 i|C(j)|2 M| & =] the PSD of the code(t 3s
¢ LT, = LT, LT, )’

derived in Macabiau, 200], with C(f) the C/A Discrete Fourier Transform over its
period, andM(f) the Fourier Transform of the C/A code material@atfunction

mt).

The shape of the signal spectr8pGf is)illustrated below.

j

A SS( f )
50Hz
\
A1 [T
—~
— |’[L JLMJLM ML /{Lm q,ﬂ,\w il - <
Li-2fc Lefe  L.=1575.42 Li+c Li+2fc

Fig I1-3 : PSD of the GPSL, transmitted signal
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The energy of the signal is centered onlthearrier, and the spectrum is spread mainly in the
main lobe over a bandwidth of aboutHz (corresponding to the C/A spreading code main
lobe bandwidth)\Vatson, 2006

s(t) travels through the atmosphere, over a distaneg@foximately 20,00Rm This

distance is long enough to cause a non negligdss of the signal power. At reception, the
nominal signal power is of —168BW approximately MacGougan, 2003 but most GPS
satellites emit signals at 3 todB higher than the specified minimum with an averpgeer
level typically 5.4dB above the minimumJpilker, 199§ and a typicalC/ N, ratio of about

45 dBHz(for more details on the GPS link budget see apipeB).

After having described the structure of the tramtadi GPS signal, the next section
describes the received signal structure and charsiits.

[1.2.2 The GPS received signal structure

Many signals are present at the receiver antenna:

- the main signal, which has experienced delays, eplsasts and possibly
power losses;

- different delayed versions of this signal due tdtipath;

- signals from other satellites and their respeatiflected versions;

- noise;

- interference.....

The received signal may be expressed as:

((t) = {i MfA@ o (-7, )& (t -t )cod2nt -6 )} +j(t)+n(t) (11-4)

i=1 k=0

where N is the number of satellite signals reaching tleireer.N is lower or equal to the
number of visible satellites.
M' is the number of the multipath replicas of theatellite,
7l is the delay experienced by tki® multipath replica of thé" satellite,
6. is the carrier phase shift experienced by ke multipath replica of tha™
satellite,
j(t) represents possible interference (from other raigjoals), and,
nt) is the channel additive noise.

In what follows, j(t) is not taken into consideration (for more detati®ut the impact
of other radio frequencies interference on the GigBal, refer toDeshpande et al., 200hb

The other sources of interference are discussedetails in Chapter Ill. The next
section focuses on the acquisition process.
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11.3 GPS Signal Acquisition

Acquisition is a coarse synchronization processngivestimates of the C/A code
offset and the carrier Doppler frequency. It musswe that the signal is acquired at the
correct code phase and carrier frequency. Amonegrothinor effects, the code offset is
mainly due to the satellite-receiver clock offsethwrespect to the system time and the
position of the receiver with respect to that o Hatellites; the carrier Doppler is mainly due
to the satellites and the receiver dynamics, amd ftbquency drift of the receiver local
oscillator.

As mentioned previously, prior to determining tloele delay and the carrier phase, a
search for the PRN code to be used may be necegséaygt in the case of a cold start, that is
when the receiver has been shut down for a fewshatimust start by searching for the
visible satellites; thus it determines the C/A tiebe used for despreading, and then tries to
estimate each code delay and carrier phase offset.

The GPS signal two-dimensional search acquisitioocgss is conducted in an
uncertainty region defined by the windows widthtioé code delay and the carrier Doppler
uncertainty to be explored. The correct alignmenidentified by the measurement of the
output power of the correlators. The result of this dimensional search is an estimate of the
code Offset to within half a chip and of the cariboppler to within half the Doppler search
bin size (severaHz to several hundreds ofz).

[1.3.1 Fundamental acquisition scheme

At the receiver level, the radio frequency sigrelacquired according to the block
diagram illustrated in figure 1l-4 below, whetk, is the sampling period, angl and 7 are
respectively the estimated values of the carriasphand the code delay shift:

rf (kTs - T)

Frequency f - (K
() | {Freamgs] Down |[A(1l-+{ A (KT, - 1) ¥ ] ®
:

Conversiol b

RF front end

co(kT, -7)

codast KT, - H(KT,))

Correatol

Fig II-4 : GPS received signal demodulation block hgram

The GPS signal processing is discussed in detaildWard, 1996 and [van
Dierendonck, 1996 In the block diagram of figure 1l-4, the channeds supposed to act as a

pure delay filter with impulse responéét - T) for illustration purposes.
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Hence, the received signal may be modelled as:

r(t) = s(t—7)+n(t) = Ad(t - 7)c(t - 7) coq27d,t - 6) +n(t)

where n(t) is an AWGN Additive White Gaussian Nojseoise, 8(t) = 274,7 - @, is the
carrier phase, witlp, and g, random initial phases. Thus the carrier instardasghase is

given as:
#(t) = 27t - 27k, +

The corresponding instantaneous frequency is difasethe derivative of the instantaneous
phase:

_ldol)_ _ ar

inst_zﬂ dt 1 1a

The group delay is a function of the distaddeaveled by the signal between the satellite and

the receiver:r:E. This distancead is variable with time due to the satellite-to-rieee
C

relative motion and the earth’s rotation. Assumtingtd has linear variations with time (this
is true for a relatively short time interval of @enf seconds), that id =v,t +d,, with d, the

initial distance between the satellite and the ivere this gives for the instantaneous
frequency:

f

inst

Vv
=|-1_|-1?d

d

The carrier Doppler shift defined a§, =L, - f,, becomes:f, =—L1V—, which finally
C

inst

leads to:0(t) = 272.,7 - ¢, = —27F ;t +6,.

The signal is first preamplified in order to se¢ thverall gain and the noise figure of
the receiver. Next, it is filtered and down-conedrto an IF Ifitermediate Frequengwvhich
is specific to each receiver. An anti-aliasing frend filter is then used. It is assumed to have
a double-sided bandwid. Its bandwidth determines the amount of C/A cadermation,
but also of thermal noise introduced into the GBRetator. A larger bandwidth allows more
C/A code signal information along with more noisethe acquisition process. In general a
compromise is made on the font-end filter bandwidtime GPS signal is then digitised using
an A/D (Analog to Digita) converter, with a sampling rate adapted to tHeeriing
characteristics and the sampling scheme (at [2&gt6MHz ). At the output of the RF front

end, the signal is modelled as:

r, (KT, - 7) = ALd(KT, - 1) [c, (KT, — 1) [cod27F, kT, - O(KT,)) + n, (KT,)
11-5
=s, (kT, - 7)+n, (KT,) (-5

where c, (KT, — ) is the filtered C/A code
n, (KT,) IS the filtered WGN with a PSD of

s, (f) =\HFE(f)\ZSn(f)=%\HFE(f)\2 dBwiHz*. N, is of the order of- 200dBHz to
—204dBHz (see appendix B for more details on GPS link bt)dge
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The useful signal PSD is given as :

S, (f)=[H (D[S, ()

with S, (f) derived previously in equation II-3, (f) =S, (f) US.(f) S, (f)
And the global PSD module &f (kT, -7) looks like:

@ S, (1) ¢ B R

Ny

AN i AN
GO ML .
SRR A Df g ff 4t

Fig II-5 : The PSD of the signal at the output oflie selective filter

The SNR §ignal to Noise Rat)oat the output of the receiver selective filter is
P, 2[ [He(f) o5,(f) et
P N,B

Ny

SN%FE =

with P, the incoming filtered signal power arﬁtf the filtered noise power.

2[He (F) 5,(f)mf 2R, (0)
According to the Wiener-Kintchine theorerSNR,, = .LX,| FE N)I - _ lFilsf 2
0 0

2
with R, (0) =A7 R .(0). This gives for the final expression of the SNRtat output of the
front end filter:
A'R..(0) AR .(0)

SN = = 11-6
e N,B N,B (10)

The impact of the front-end filter Bandwidth oretsignal is not studied in this thesis.
Indeed, it was shown by van Dierendon®9q, and confirmed by Olivier JulienJ{ilien,
2009 that the front end filter does not have a lamggact on the overall receiver resistance to
noise. For a Front End filter that would just filthe main lobe of the C/A codé ¢ MHz),

the signal power loss would be equal to approxitya®e45 dB. And with larger filter
bandwidth the power loss approachetB0

The signal code despreading is carried out atdtaige. First, the signal is translated
back to base band by multiplying it with a replafathe last IF carrier using an estimation of
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the Doppler frequency. Next, the signal is mulagliby a replica of the spreading code with
code delay estimation.

The signal at the input of the correlator (aftesdohand translation) is:
r (kTS - r) =T, (kTS - r)Ecl:os[Zn(fI + fd )kTs - éOJ
= A (KT, - 7)c, (KT, - 7)cos[27( f, + f, kT, - 6ro]cos[2n(fI +f, )kTS - éo]
+n, (kTS)cos[Zﬂ(f, + f, )kTS - é’o]

The double frequency is eliminated by the integratbich acts a low pass filter. The above
expression becomes

rl(kTS—r)= %d(kTS—r)cf(kTS—r)cos [er(fd - fd)<TS— (Ho—éo)] (11-7)
+ n, (kT _)cos [Zﬂ(f, + f, )<TS - éo]

That gives:
(KT, = 7)re(kT, - 2)= 2 d(kT, - 7)1, (KT, - 1) re(kT, - ) od2rl, - , k. - (6, - 4, )](||-8)

+n, (kTs)cos[2n(f, +f, )kTs —éo]Ed:(kTs - 7)

N>

In what follows, the symbdk will be used instead okT, to refer to thek" sample of the

signal.

The next step is the averaging process, which usvaelgnt to low pass filtering the
signal, with a bandwidth that is inversely propamal to the averaging duratiofi,. This low

pass filtering may be modeled as:

1 -
hCI (t) = T—reC T—2

p p

Setting n, (k)= n, (k)cos|27(f, + f, kT, - 6, |e(kT, - 7)0h,, (t), the signal at the output
of the correlator becomeblplmes, 200p

Sin(Af5opT,
I (K) _—m(k)gmm [r(k) - r(k)]m:os[e ]+n (k) (11-9)
meOPTp
with  1I(K) is the inphase component of the signal,
n, is a centred Gaussian noise,
R. . Is the cross-correlation between the receivedréil spreading code (which has

been filtered by the RF front-end filter) and tbedl replica code,
T is an estimation of the group propagation delay,

8 is an estimation of the carrier phase shift,
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Af,op is the Doppler frequency estimated error betwéenreceived and the local

carriers,AMf oo = 4 — Ty,

. . o 1
T, is the coherent integration time arfig = T
p

A

If 7, f, and @ are accurately estimateti{k) becomes:

I(k):g‘m(k)+ n, (k) (11-10)

The decision on the symbol value can be made byplsagnat the end of the
integration period, and it greatly depends on thisenpower at this instant. The noise power
at the output of correlator is derived hereafter:

Recall thatn, (k) = n, (k)cosl_Zﬂ(f, + f, )<TS - HAOJDI:(kTs - )Ohg ().
Let us denoten,, = n; (k)coe{Zn(fI + fd )kTS —éolmz(kTs - f). Then according to the Wiener-

int

Lee theorem, the noise PSD is given as:

s, (f)=s,, (f)dHc (1)

In order to comput@int(f ) we first calculate its autocorrelation functi@ssuming that all
of its components (the filtered noise, the C/A cadd the cosine term) are independent:

n, (k)cos{Zn(f, +f, )kTS - éo]mz(kTS -7)

mh, (k +Ak)cos{2n(fI +f, )(k +AK)T, - éo]m;((k +AK)T, - 7)

R, (Ak):%Rnf (Ak)ERC(Ak)E:os(Zﬂ(fl + fd)AkTs)

This gives the PSD o, as:

s, (1)=%s, (Nos(n)deft « 1, + 7)ot - 1, - 7

Assuming a bandpass front end filter, centred afounf,, we have:

S, (1)= 2 fHee (1) Lot + 1)+ (f - 1, (111)

R, (6k)=E

ConsequentlySnim(f)=%IHFE(1‘ ) s, (6)cla( + 7, ot - 7,

Note however, that the bandwidB(>2 MH2z) of the signaln,, is very large compared ttﬁd
(of the order of a fewH2). This leads to:

N
S, (1) DL Hee (1) D5, (1)
Thus, the noise PSD after integration is:

S, ()= 8, (1) fHe (1) = S Hee (1) 08.(F) M ()
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S sin(zfT
The coherent integration low pass fiIteringic,(f):e o G# has a narrow

p
bandwidth (/T,) compared to that of the selective filtBr,In other words,S, (f) may be

considered as constant over the integrator bantwidtwhich  gives:

S ( ) i ()[I]Hu( ___“HFE c(fl)dflq]HC|(f)|2-

And finally, the noise power is given as:

+o00+00

__J-,”HFE )df [I]Hu( )‘ Calf :%I]HFE(leZ [Sc(fl)dflijoa(f)‘z Caif

—00—00

In the case of a rectangular front end filter, nbese power becomes:

P, g No. (11-12)
4T,

Obviously, the expression of the noise power shthas the greater the integration duration

T,, the lower the noise power and the higher theltiaglSNR.

The useful signal power is (assuming no Dopplerdecadelay or phase errors):
A2

P = 2 RZ.(0),
The resulting signal noise ratio at the outputhef ¢orrelator taken on theeomponent is:
2T ZC O
SNR,, = L() (11-13)
NO

This is the expression of the SNR after correlaissuming no Doppler, phase or code delay
errors.

Reconsidering equation 11-9, it can be noticed that correlation output is weighted
by three factors:

Sin(7Af 5o T
} m due to the Doppler estimation error,
MfDOPTp

- R.,(r(k) = 7(k)) due to the code delay estimation error,
- cos(é?(k) —9(k)) due to the phase estimation error.

The reduction in the correlation maximum resultifigpm the cosine term,
coi&’(k)—é(k)), can be avoided by taking into consideration tbadyature component of
the signal obtained by multiplying the signal biyl(Zn‘, KT, —é(k)). Squaring the signals on
the two correlation channels, the inphase and tleture channels, and then adding the

result, thus allows to remove this reducing facithis is why in general the two signal
components are used in the acquisition schemescdihplete acquisition scheme becomes:
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r, (k) | (k

I( iJ- ( ( )2
S5

cod2st, kT, - 6(k))

Frequency
conversion .

sin(27, kT, - 6(k))

rJ@T“”Qw)

Fig II-6 : The complete block diagram of the acquigion process

Averaging the inphase and the quadrature compomespectively, before squaring them, is
called coherent integration. This reduces the impaooise on the signal as explained above.

The whole process can be repeaidimes and the squared coherently integrated
components are respectively summed in order thdunteduce the impact of noise. This is
called non-coherent integration.

The final detection criterion can be expressed as:

(12(k) + Q2()) (I1-14)

1

T=

M
K=

with M the number of non-coherent integrations

A Sin(AfpopT ) . B
| (K) =5m(k)Gﬁmfc(r(k)—r(k))m:os(e(k>—9(k))+n| ®)
N 0T, . 5
Q) = g\ (k). SN o0rTo) 12 (k) - (k) in(agK) - 800 )+ g ()

o T,

AZ/2 is the total (I+Q) components signal power atdbgput of the receiver antenna
n, and n, are respectively the inphase and quadrature coemgenof the
correlator output noise. They are centered WGN corapts,

After describing the fundamentals of GPS acquisjtisome key parameters of the
acquisition stage - namely the definition of tharsh space, the detection criterion and the
coherent and non-coherent integration times arlddtin the subsequent sections.

[1.3.2 The search space

The first step to be done prior to beginning theuition process is to set the
boundaries for the search space, or uncertainipnmed@his region must cover the full range
of uncertainty in the code and the Doppler offassuming that the PRN code to be used is
known. Figure II-7 below illustrates the acqusitiuncertainty region:
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One code delay bin

=% chip
<>
One Doppler bin cell 4
=1/2Tp
Total
Doppler
uncertainty
v
- 1023 chips -

Fig II-7 : The acquisition uncertainty region

[1.3.2.1 The code delay range and uncertainty

The period of the C/A code being fairly shortm$ (1023 chips), typically, the search
range includes all possible code offset values. frheking process requires a minimum
precision of half a chip on the code delay; thiswisy usually ¥ chip increments are
considered. Assuming an ideal normalized code autelation function, if the code search

cell width is half a chip, the maximum code undefta &, is a quarter of a chip, which
corresponds tog, =+ 02%ip (figure II-8). This implies a worst case detgaon of
20Mog,,(1- 025 =-2.498[1-25dB in the useful signal power at the correlator otitpu

Normalizec
R(7)
1 3/4 of max peak amplitude

/ 1/4 chip
L\l [ 1 1 [ 1 1 1 1\ >r

O &—e—6¢——6——9

-1/L Te = LT,

Fig 1I-8: Degradation of the C/A code autocorrelaton function (normalized) for a code phase uncertaiy
of ¥ chip

11.3.2.2 The Doppler offset range and uncertainty

The range of the Doppler uncertainty is governedh®y vehicle and GPS satellite
dynamics and the stability of the receiver osmlatConsequently, the maximum user
velocity plus the maximum satellite radial velodity a stationary user must be considered.

v : : : : .
Recall that f,=-L,-%. The maximum satellte radial velocity is
C

Ve 1929mM/ s 02078miles/ h [Kaplan, 1996 (see appendix C).

The corresponding maximum Doppler frequency stafisplute value) for thd.,
frequency is then:
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LiVymax _ 157542%x929
c  3x1c°
When considering the local oscillator drift, approately £1kHz uncertainty must be added
to this value to gety (depending on the receiver clock oscillator perfance measured in

ppm where 1ppm induces an error @D™° x1.57542x10° =1.57542x10°Hz). The user
motion also affects the Doppler shift. If the usemoving towards the satellite, the overall

received frequency is increased. Otherwise, iteduced. The user motion must thus be
considered for users travelling at high speedss(qdanes, ...).

f, = 049 kHz

In short, for a terrestrial user with appm clock, a minimum Doppler range of
+ 6 kHz must be searched.

The frequency resolution depends on the coheretegration timeT, and the
acceptable frequency degradation at the outputetorrelator. As it was stated previously,
the Doppler frequency uncertainty affects the datoe output through the scaling factor
Sin(7Af 506 T,)

(refer to equation 11-9). This factor has a dineepact on the correlator output
MfDOPTp

_ —[singfoeT) ]
amplitude, and then on the detected power. The sbafee function | ——— | is

f o T,

illustrated in figure 11-9 below:

Fig II-9 : The signal attenuation due to a Doppleifrequency error

For a worst case signal power degradation alBldue to Doppler frequency, a
frequency bin of approximatel§f ., =1/2T  must be considered. Indeed, in this case, where

the cell width is half the predetection bandwidite worst uncertainty is a quarter of this
bandwidth  @f,,, =T,/4), and the corresponding frequency degradation i o

200og,,sin.(77x 025 =-09101dB. The coherent integration tim&, varies from 1ms

(500Hz Doppler bins), for strong signals, up to @8 (25 Hz Doppler bins), for weak
signals. This means thayp, is based on the expect&l/ N, ratio. The poorer this expected
C/N,, the longer the coherent time must be in ordesuocessfully acquire the signal.

Longer integration times may be considered; theewait integration time limits will be
discussed in details in the next section.
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In conclusion, the total worst case degradatiorultiegy from code phase and
frequency uncertainty i§ —35dB.

[1.3.3 Maximum length of coherent or non-coherent integraibon times

Increasing the coherent integration tiffgduring the acquisition process, improves
the SNR ratio at correlator output, because therel@or output noise power,

o’ = 4|.\ITO I|H FE(f )|2 EBC(f)mf (appendix C), is inversely proportional to thisdi, and will
P -

be lowered. However, this involves more calculatiand hence, is time consuming. The time
consumption does not increase linearly withsince a highem, implies simultaneously an
increased number of data points to be processedamimcreased number of frequency cells

S 1 .
to be searched as the frequency bin size &fgf, :E’ as was shown earlier. These are
P
not however the only limits to increasing coherémtegration length. Amongst other
parameters, the local oscillator drift, a possiiidé¢a bit transition and the Doppler effect on
the C/A code also set limits 1.

The local oscillator drift results in an additionBloppler which depends on the
oscillator clock precision, and varies from oneereer to another. This parameter generally
limits the data length processed coherently tonaHandreds of millisecond¥«pplan, 1996.
This limitation is not very dramatic for the acqtie process where the coherent integration
time rarely reaches or exceeds this limit.

Obviously, the probability that a data bit trarmitioccurs during coherent integration
increases with the coherent integration tifgeA transition causes a reduction of the detected
energy. This will degrade the acquisition resuiihc8 the navigation data BOms or 20 C/A
code periods long, the maximum data record fredatd bit transitions that can be used for
coherent integration i20ms. On the other hand, since the C/A code has iacgef 1ms,

generally, the acquisition is performed on at Ielasis of data in order to avoid correlation
losses.

The other limit of the data length for coherenegriation rises from the Doppler effect
on the C/A code, when no Doppler compensation &lu#f the maximum C/A code shift
allowed is Y2 chip, in the worst code Doppler sloifise, i.e3.2 Hz (refer to appendix C

equation C-1), it takes abollb6ms ( ¥2 x1/3.2) before a % chip shift occurs. Tfaes this

is not a very constraining limit compared to thaposed by the data bit transitions every
20ms.

Note however, that in weak signal conditions, hightegration times may be needed.
In this case, either aiding information about daita transitions is needed or non-coherent
accumulations can be used. For a non-coherentratteg, there are no limits on the data
record length other than the acquisition time. Tgasameter is important to be shortened for
real time applications.

Non-coherent detection is particularly interestwben the phase of the received
signal is random, i.e., very difficult to be pre@id. The non-coherent detection is insensitive
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to phase errors since these errors are the santeefanphase and quadrature components of
the incoming signal. In the case of a non-cohedetction, these latters are first squared and
then added together thus eliminating the effeghafse error. This is generally the case in the
acquisition stage of the GPS signal processing.eMmtess, the non-coherent gain is lower
than the coherent gain since the latter impliesasgg losses not induced by the coherent
gain, as it will be derived in the next paragrapguations II-17 to 1I-20).

[1.3.4 The detection criterion

In the presence of noise, a threshold is set, laadearch process is applied until this
threshold is reached. Any cell envelope that isratbove the threshold is detected as the
possible presence of the signal. Any cell envelibga¢ is below the threshold is detected as
noise. In weak signal conditions, in order to pdevia solution in any case, a simple
correlation maximum search may be applied if th&RRde is already known (in the case of
the AGPS for example) and a solution is provideke Teliability of this solution is then
verified using algorithms, like RAIM, for instanc&@he cell envelope detection is done
through a measurement of the correlator outputgiggu 11-14):

7= 3700+ ()

If the input and local signals are aligned, the konghe of the recovered signal at the
correlator output is maximum. This amplitude is pamed to the predefined threshold. The
detection of the signal is thus a statistical pssdeased on a two hypothesis test:

- hypothesisH,: the useful signal is not present, and the comsdieell

contains only noise.
- hypothesisH, : the considered cell contains noise with signakpnt.

The threshold is usually based on an acceptableapiiity that a noisy measurement which
does not contain the signal will appear to matck thplica. This is called the PFA
(Probability of False Alarm

When hypothesidH  is verified, i.e. if no signal is present, thet@rion, or in other
words the expression of the test statistics, is:

T,= i[nf(k% n (k)]

n, and n, are assumed to have a normal distributiNif0, o'?) [Macabiau, 2001 and

[O'Driscoll, 200§. They can be written asz,n, and o,n, with n, and n, two unitary
variance centred Gaussian random variables.

M
As a result,T—O2 :Z[n,'z(k)+ né(k)] is a centred chi square distribution wi#tM
n k=1

degrees of freedom. This implies that, for a (giveralse alarm
probabilityP,, = Pr{T0 >Th/ HO], the thresholdrh can easily be deduced. For instance, if the

false alarm probability has the valBg =10 thenTh=59.707.
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A

In presence of the useful signalH(), and setting & =1(k)-7(k) and

g, =6(k)-6(k), the criterion becomes:

(_Ad(k)R(g, )SBlo0eTe) oy ), (k)jz

T _i 2 T e T
17 2
k=1 A SiN(7Af o0 T ) .
[ a0 el il ) )] 019
v | A2 sin(7Af oo, To )| ) )
T= I R? 2\ pbopP P/ k k N
;[4 (gf){ M o0e T } CARTOR

with N = Ad(k)R(e, )M code, )n, (k) + Ad(k)R(e, )—Sin(INDOPTP)

sinl&, )n, (K
MfDOPTP MfDOPTP ( 8) Q( )

Equation 11-15 shows that the final signal contaires significant term

2 i f T 2 ) .
iRZ((ST) M and two other noise terms that could eventuallyseasignal
4 T 0pTp

masking. In order to reduce these noise termsdbe delay and the carrier Doppler must be
estimated as accurately as possible.

On the other hand, as in the case of hypothegjsit can be proven that the test

statistic le is a noncentral chi square distribution witM degrees of freedom, the

n

noncentrality parameter being:

] 2
A= M Cc R? (ET {Mj [Bastide et al., 2002 (11-16)

f, N, N oo To

whereC is the RF Radio Frequengysignal power.

The PDFs Probability Density Functionof these two hypotheses are plotted in figure
[I-10 next.
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PDFs for Hypothesis Hu (only noise present), and H1 (useful signal present)
02

Centered chi2 dlstrlbut|0n|

018k | Marmalized decision threshaold |

016 -
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o
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I

Probability Density Fucntion

0.06 3 Pa
0.04

oo02F

¥
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Mormalized Test Statistics

Fig 11-10: Unbiased and biased test statistic distbution for hypothesis H, and H,

The detection probabilityP, = Pr[T1 >Th/H1], where Th is the decision threshold, was
computed for different values &l andT, in order to illustrate the influence of the choafe
these two parameters on the detection probabfitsst, we setT, =5ms, and consider

different values oM =20, M =10 and M = 5respectively to assess the impact of the non-
coherent integrations on the detection probabilitye results are shown in figure 11-11 below.
Probability of detection versus C/NO and M for Pfa= 1e-3, Tp=0.005
10 =~ - ==

********** - - r -

,,,/[,,,K,,;/z;/ ,,,,,,,,,,,,,,,,,,,,,, —__ M=5

Probability of detection

25 30 35 40 45
CINO (dBHz)

Fig 1I-11: Probability of detection for a Probability of false alarm equal to 1G, T, =5ms and M =20,
M =10 and M =5 respectively
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Figure 11-12 illustrates the same result ft =5 and T, =5ms, T, =10ms and
T, =20ms, respectively.
o Probability of detection versus C/NO and Tp for Pfa= 1e-3
10 — — 1 P T T

e -~~~ Tp=5 ||

Probability of detection

25 30 35 40 45
CINO (dBHz)

Fig 11-12: Probability of detection for a Probability of false alarm equal to 1¢, M =5 and T,=5ms,

T,=10ms and T,=20ms respectively
The results show a clear influence of the non aafteaind the coherent integration times over
P, ; the higher these values, the higher the deteqrobability, or in other words the lower

the N£ ratios that can be detected. The price to payosger search time.
0

Furthermore, a comparison of the two figures shthas for the same dwell time (the
total coherent and non-coherent integration tirvEL ), a higher coherent integration time

provides better probability of detection. Thisliggtrated in figure 11-13.
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Probability of detection versus C/NO for Pfa= 1e-3
10 — | |

/// ~ -~ M=20 Tp=5ms
/ —— M=10 Tp=10ms
// —— M=5 Tp=20ms

Probability of detection

25 30 35 40 45
C/NO (dBHz)

Fig 11-13: Probability of detection for a constantdwell time and a Probability of false alarm equal 6 107

Indeed, for higher coherent integrations the ineeem the detection probability is
more significant than for higher non-coherent indtigns. At this stage, it is useful to
introduce the notions of coherent, non-coherenttatal gains: the coherent gain is the ratio
of the SNR after coherent integration to the SNRofge coherent integration. The non-
coherent gain is the ratio of the SNR after noneceht integration to the SNR before non-
coherent integration. Note that squaring the inphasd quadrature phase in non-coherent
accumulation results in squaring the noise, whiebults in what is called squaring loss
defined in equation 1I-19 below. The total gainte sum between the coherent and non-
coherent gains.

Figure 11-13 shows that the coherent gain is highan the non-coherent gain. The
coherent gain can be calculated based on equati6érend II-12:

SN
G, =10log Ros
SNR,

re

j :10|og(|3 T, ERCfC(O)) (I-17)

Assuming that the Front End filtering introduces eaors on the C/A code correlation
function, the coherent gain becomes:

G, =10log(B(T,) (11-18)
The non-coherent gain is given hyrj, 2003 and Karunanayake, 2005
G, =10log,,(M) - L(M)
1+,1+M92/D. (1) (1BY
1+1+92/D. @

L(M) :10Ioglo{

Gy =G, +G, (11-20)

tot

where B is the pre-detection bandwidth ki, i.e., the front end selective filter bandwidth,
T, is the coherent integration time se«,

M the number of non-coherent integrations,
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L(M) the non-coherent squaring loss,
D. (1) the ideal detectability factor defined d; (1) =[erfc* (2P, ) —erfc* (2P,)]?,

G, is the total processing gain aB.

tot

The total gain resulting from coherent and non-cehieintegrations and the minimum

NE for acquisition are depicted in figures 1l-14 ahd5, respectively, as a function of the
0

dwell time. The results are computed assunfiyg=10"° and P, = 09.

Total coherent and non-coherent gain versus dwell time (Pfa=0.001, Pd=0.9)
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Fig 11-14 : Total coherent and non-coherent gain visus dwell time, with a P, = 107 and py, =09

Minimum acquisition threshold versus dwell time (Pfa=0.001, pd=0.9)

T

Tp=1ms
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Fig I1-15 : Minimum acquisition threshold versus dwell time, with a Pfaa p, = 107 and p, =09
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Note that by minimum acquisition threshold, illadad in figure 11-15, we refer to the

minimum — ratio that can be detected in acquisition, whildifferent from the decision
0
threshold. It is obvious in these figures that flmmger coherent integrations, lower dwell

times are needed to achieve successful acquisvtitm,P, = 0.9.

The acquisition parameters depend on the acquisgaheme used by the receiver.
The classical and FFFést Fourier Transforjacquisition schemes are described in the next
paragraphs. More advanced schemes will be the tobjegChapters V and VI after different
GPS radio channel problems are highlighted in Glragtl and 1V.

The next paragraph introduces the classical GP&sitgn scheme.

11.4 GPS classical acquisition scheme (linear search)

This algorithm is simple to be implemented. As tileme suggests, linear search
simply linearly increments the phase and the Dapfrequency. Figure 1I-16 illustrates a
classical acquisition search scheme.

The serial search algorithm usually uses a confdappler bin size. Typically, the
search pattern starts from the known mean valutgefDoppler uncertainty (zero Doppler
when there is not any expected value). All codesibbs delays are then searched over. If this
fails, the search is carried on to the next Doppler The search is usually done in the range
direction from early to late in order to best avé#dise acquisition of a multipath signal.
Indeed, the direct arrival of a signal subject taltipath is always ahead in time with respect
to the reflected arrivals.

Y chir
A
One Doppler bi Ice”
Start search T
(Expected value %__, Seargh difection
Doppler Total
Doppler
uncertainty
v
h 1023 chips -

Fig II-16: A typical search map in the acquisitionuncertainty region

The final estimated code phase and carrier frequ@uppler are fixed in the centre of the
cell wherein detection occurs.
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The classical algorithm can be otherwise illusttates in figure 11-17 below:

20452044

D
[™=Y
N

Received cod

Replicacodge [=0 | [t |2 1023
=1 1 |2 1023
=2 1 |2 1023
[k =1022 1 |2 1023

Fig II-17: Linear search algorithm with the C/A code GPS signal

In this figure, 7 is the delay in chips between the input and tlwall&€/A codes having a
period of 1023 chips. The correlation between dueived and local replicas is given as:

N-1

R(m) = %;)Cr (K)c, (k—m) (I1-21)

wherec, (k) andc (k) are respectively the received and the local C/deso This correlation
has a complexity oO(N 2) for N correlation samples.

The acquisition performance is directly relatedthie receiver sensitivity to weak
signals and to the TTFF. As already mentioned easing the coherent and/or non-coherent
integration times enhances the final SNR, and thassensitivity. But it increases the TTFF,
as shown in equation I1-22 belowdimes, 199D

2+ (2 r )(q _1)(1"' KPfa) MT

(11-22)
2P, P

T=

where T is the mean acquisition time,
P, is the probability of detection,

P, is the false alarm probability,

g is the uncertainty region,
M is the number of non-coherent accumulations,
T, is the coherent integration duration,

K is the penalty factor chosen, here, so tat = s, id the time lost if a false alarm
occurs

The uncertainty region is defined as the numbecetis to explore to achieve code
acquisition. Total uncertainty region is the praodo€ the code and frequency respective
uncertainty regions. In the case of a GPS signéd wimaximum Doppler range af6 kHz

(i.e. a 12kHz Doppler window with frequency bins thTp ), the Doppler uncertainty region
contains:12kHz* 2T, =240007, cells. Assuming a code delay bin of half a chig tode
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delay uncertainty region contains 2046 cells. Tdtaltuncertainty region is then composed
of: 49104000T, cells.

An example depicting the mean acquisition time &snation of theC/ N, ratio, and
the coherent and non-coherent durations is shovigure 11-18 below.

x 10" Probability of detection versus C/NO for Pfa= 1e-3
6 :

I I
| ! M=20 Tp=5ms
55—~ : ************ J‘ ******** — — M=10 Tp=10ms |
| | — M=5 Tp=20ms
I —— T -
/U? | | |
€ a5 e .
o l l l
g 4t e e Lo |
= | | |
Sasl I T [ i
2] ! | |
'S5 | | |
o QL ___________ Y |
Q | 1 T
© | | |
[ | | |
C 25L - - - _— e S ‘o
Q | | |
e | | |
77777777777 I e
| | |
| | |
,,,,,,,,,,,, Y]
l l l
| | |
1 | 1 |
25 30 35 40 45

C/NO (dBHz)

Fig I1-18: Mean acquisition time (in ms) versusC / N, (dBHz) for a constant dwell time and P, = 107°

This figure shows that the acquisition time perfanoe is much better with smaller coherent
integration durations. Indeed, wilfp=5 msandM=5, 12s are needed to acquireG N, of

30 dBHz while 50 sec are needed to acquire the s@tié, ratio with Tp=20 msandM=5.
However, in terms of acquisition sensitivity perfance (i.e. probability of detection), for a
given dwell time, lowerC/N, could be acquired with the same probability ofedgon for
higher coherent integration durations.

As a result, a compromise must always be found d&atvthe receiver sensitivity and
the time performances. The best compromise is fomhdn the acquisition algorithm is
modified such that its complexity is reduced withar with negligible impact on its
sensitivity performance. This allows for longer ecdnt/non-coherent integrations, implying
enhanced sensitivity performance, while keepinglatively constant TTFF, knowing that the
TTFF depends on the signal observation and pratgsisirations.

The FFT Fast Fourier Transformalgorithm is one modified acquisition algorithm
that reduces the complexity of the classical oneill be the object of the next paragraph.
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II.5 FFT search algorithm

Instead of linearly shifting the code phase, athenserial search process, the replica
code can rather be circularly shifted as showniguré 11-19. The application of this
algorithm to the GPS signal is possible since #mica is periodic, thus cyclic correlation is
possible.

|Received code} |1 |2 |1023|

|Rep|ica cod#

T =0 |1 |2 |1023|

=1 |1023|1 |1022|

|1: =2 |1022||_ |1021|

|1: =1022 |2 |3 | |1 |

Fig 11-19: Circular search algorithm

The cyclic correlation is performed using a DHJiScrete Fourier Transfori The
DFT allows for calculating the correlation for amtiee range dimension of duratidp, for a
selected Doppler, in a single step. The DFT actjoisprocess, which can be used to replace
the classical temporal correlation algorithm, isaded in what follows.

The DFT of arN points sampled signg{k) is given as
N-1
. n
S(n) =" s(k) exp(-JZNKW)
k=0

Multiplying the DFTs of two signals(k) andy(k) and taking the inverse DFT of the product
corresponds to convolution in the time domain. Heevesince the incoming GPS signal is

correlated with the reference signal in the timendm, this corresponds to multiplying the

DFT of (k) with the conjugate DFT of(k), and then taking the inverse DFT of the product.
This is proved in the following.

First recall that the C/A code autocorrelation fiimt overN samples, is defined as (equation
1-21):

R(m) = %gc(k)c(k - m)

with N corresponding to a multiple of the C/A code permddms The received code being
periodic with periodL, its autocorrelation function is also periodic lwithe same periotl.
The expressions a{k) andc(k-m) respectively as a function of the DETn) of the codec(k)
are:

1 N 2720 1 N1 i27n(k=m)
c(k) :NZC(n)e N andc(k - m) =NZC(n)e N
n=0 n=0

Replacing these expressions in the expressioredCtA autocorrelation function gives:
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1 N-1 1 N-1 N- P27 I (k—m)
RM ==Y =Y c(n ZC(I) N
N k=0 N n=0 1=0
(11-23)
1 NN q ZiopMN-1 5 ,T(n+l)k
R(m) =— Z—ZC(n)C(I)e Ny e
N n=0 1= N k=0
N-1 o, Ntk N-1 o, Ntk
Yet we knowthat,Ze N =0 for n+l 20, and Ze N =N for n+|l =
k=0 k=0

Consequently equation 11-23 becomes

nm

R(M) = ZC(n)C( ne N,
which may also be written as:

R(m) = % DFT *[c(n)c(- n)]

% T *{DFT [e(k)] ceonj (DFT [c(k)])}

This last result shows that a DFT algorithm is gglént to the classical one and thus
it can be used in the acquisition process. Henoee @, ms of signal are received, the

algorithm is applied.

Figure 1I-20 below illustrates the receiver struetwith a DFT algorithm:

Inphase

Frequency
S(t-7) 13 down H()

conversion

,\)|

sinj27t, KT, - G(K)]

Fig II-20: DFT acquisition scheme

A DFT is applied to the inphase and the quadratoraponents of the incoming signal. The
inphase and quadrature components of the signal atsay be derived by multiplying the

signal with a complex exponentiabxp{anlkTs—é(k)J. The result is multiplied by the

conjugate DFT of the replicated signal. The invdd$d of the product gives the correlation
result in the time domain for all of the code phafsets. Note that this method is in terms of
complexity, similar to the conventional time domééchnique: for thé\ point DFT, ON )
arithmetical operations are required which is thee as in the case of the time domain serial
search.

Note however, that the periodicity of the C/A cadgocorrelation allows for using the
FFT algorithm which realizes a circular correlatidnis this algorithm which is used in
practice to compute the DFT. This algorithm waseligped by Van Nee and ConelOp]]
and is much faster than the implementation of tR& Bxpression. One implementation of the
FFT algorithm called radix-2 Cooley Tukey algorithmequires only ONlog, N)
arithmetical operations for example, to compute FRd of anN point sequence, iN is a
power of 2. For other values bf the speed is slightly degraded. Other FFT allgor#t may
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have better performances. Further details on tffereint FFT algorithms complexities may
be found in Mitra et al., 1993.

11.6 Standalone GPS acquisition performance illustration

In this section, the acquisition performance of Mwatel OEM4 receiver was studied
for illustration purposes, using a Spirent STR48®S signal simulator. The performance
test focuses on two essential parameters of the BP&ization, namely the receiver
sensitivity to weak signals and the TTFF. Recadlt tthe TTFF is the time elapsed before a
first position is delivered by the receiver. Itiught that the classical sequential acquisition
method is used in this receiver.

[1.6.1 Test Setup

The test setup used during simulations has thevitlg configuration:

Spirent Novatel
»LNA >
STR4500 + OEM4
) Gain=60dB
GPS satellite NF=0.4dB
signals simulator GPS receiver

Output power level softwa
controlled (unit = Offset wit
respect to —13@Bm)

Fig II-21: Test setup for a Novatel OEM4 receiver aquisition performance

The Spirent front panel is illustrated in figure2R, next.

T e e Je .

0 R el —— ] o - Lo 4

Fig 11-22: Spirent STR4500 front panel
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The LNA (Low Noise Amplifieracts to set the signal conditions (i.e. noiserjido
values similar to real GPS receiveY&ah Dierendonck, 1996

The Spirent runs a scenario on th& ¥ May 2000, with a static user. It lasts 8 hours
with 11 satellites in view at the beginning of 8enario.

[1.6.2 Test results

The acquisition performance test considers a stemdrere all of the satellites are at
the same power level: we start from -1d8m and reduce the power level bylBmfor each
subsequent measure until no position fix can baioédtl.

For each signal power level, we noted the aver@ag®, given by the receiver, and
the TTFF. The results obtained are summarizedaridtiowing table:

Satellites powers TTFF C/N,
-130dBm 1 min50s 41.6dBHz
-131dBm 2min 30s 40.6dBHz
-132dBm 3min39s 39.6dBHz
-133dBm 4min32s 38.6dBHz
-134dBm 23min08s 37.6dBHz
-135dBm 3Imin45s 36.6dBHz
-136dBm 1 h 30min 35.6dBHz

Tab II-1 : Acquisition performance when all the satllites have the same power

No tests were conducted for lower power levels bseahe TTFF is already very high at
—136dBmto be affordable in practice.

This test shows that the acquisition thresholdtier Novatel OEM4 is approximately
-133dBm or 386dBHz. For this value the TTFF is of about several utés which

ultimately can be afforded by a GPS user. Theadtseare confirmed by Karunanayake et al.
[2004.

[1.7 Conclusion

This chapter illustrates some of the GPS fundantentiae system architecture, the
positioning triangulation principle, the transmittand the received signal structure. It also
presents the general acquisition theory, the adakserial algorithm and the FFT based
algorithm. It shows the impact of the coherentgné¢ion on the probability of detection and
the acquisition time. The coherent integration $upat to have opposite impacts on these two
key acquisition performance parameters. A highdnepent integration results in better
sensitivity to weak signals, but higher acquisitttme. This means that depending on the
environment and the context the GPS receiver isgogsed in, the coherent and non-coherent
integration durations are of major importance andstmbe adjusted such that the best
compromise is found between the receiver sensittatweak signals which induces more
complex algorithms, and the need for short TTFFclinplies lighter algorithms.
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In the aim of illustrating the standalone GPS panfance, a test has been conducted
using Spirent STR4500 generated signals and an OtekRliver. The results show that the
acquisition sensitivity limit of the OEM4 receivisr approximately equal to 38dBHZ This
value is very high compared to signal levels inamrbr indoor environments.

Chapter Ill gives a more detailed insight of theSGéhannel and its constraints. It

presents GPS indoor and urban channel models tbeg used to meet this goal, and the
results obtained.
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Résumé du chapitre Il

Les pertes dans les liens de communication radid souvent influences par le
masquage du signal et les effets des multitrajesssignaux transmis par les satellites a un
utilisateur terrestre sont souvent masqués ouattéaués a cause de la propagation a travers
les arbres dans les rues et les immeubles. Le®spemi en résultent sont appelées
‘shadowing’. Les immeubles, et les autres surfaes/ent aussi agir comme des réflecteurs
du signal causant la réflexion ou la diffraction gsignal direct dit LOS. L’effet résultant est
connu sous le nom de multitrajets. L'atténuationsdnal causées par et/ou l'autre des ces
effets peut étre de I'ordre de 20 dB ou plus ersaes du niveau nominal du signal direct.
Dans le passé, les récepteurs n'utilisaient pasidggux faibles et se limitaient aux quelques
signaux forts recus, réduisant ainsi la disponéitiu service GPS et sa précision. Mais avec
I'arrivée des services LBS, les contraintes somedaes plus importantes et les récepteurs
doivent fonctionner dans des environnements assexes tout en fournissant des résultats
viables. C’est pour ces raisons que ce chapitreepté une caractérisation détaillée de ces
environnements, en se focalisant sur les aspectkcenomant les multitrajets, les
intercorrélations (corrélation du signal recu ad&utres codes C/A ne correspondant pas au
code particulier utilisé dans ce signal) et le niagg du signal.

Pour étudier le canal indoor, un modéle a été d@pdl qui permette de tenir des
variations temporelles de ce canal. A l'aide denumlele, trois types de signaux ont été
générés : un signal direct LOS, un signal compofitené du signal direct LOS et de
plusieurs répliques multitrajets, et un signal féramiquement de multitrajets NLOS.

L’étude s’est focalisée sur le pouvoir de détectitun pic de corrélation, ou en d’autres
termes la sensibilité, et la fiabilité des estirdésretard de code et de la fréquence Doppler.
Le temps total nécessaire pour réaliser l'acqoisitn’a pas été analysé. Un temps
d’intégration total de 20insa été fixé de facon que les signaux qui puisseataEquis ne
aient un niveau moyen de I'ordre ded@®Hz

Les résultats montrent que pour le cas indoordpkques de multitrajets ont un effet mineur
et ne perturbent pas I'acquisition du signal ers@née d’un signal LOS direct. Dans certains
cas, ils ont induit une légére hausse du niveabrdé. Dans le cas du signal NLOS, les
multitrajets ont pu étre utilisés pour fournir ls@ution (méme si cette solution n’est pas trés
précise). Cependant ils sont dans ce cas tresuatdrar rapport au signal direct, et des temps
d’intégration beaucoup plus longs sont nécessaioes les acquérir. L’atténuation relative
des multitrajets par rapport au LOS observée duesrngimulations avec notre modeéle indoor
est de l'ordre de 14 a 1dB. Le retard de code et la frequence Doppler estsoés corrects
cependant.

Les intercorrélations sont particulierement géngrgartout quand un signal trés fort arrive en
méme avec un signal faible. Mais cette situati@sinpas tres commune, a moins de recevoir
un signal a travers une fenétre et un autre arsdedoit d’'une maison par exemple. Dans ce
cas des problemes d’intercorrélations se posentgminduire des erreurs de I'ordre iKim !

Pour les environnements urbains, le modele du BIERe utilisé : LMMCM.
Les résultats montrent une corrélation directeeeles délais maximaux et I'angle d’élévation
du satellite : Ceux-ci diminuent quand I'angle diétion des satellites augmente. Des délais
trés courts de I'ordre dB0ss (15m) ont été relevés pour des angles d’élévatiofQde De
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tels délais ne sont pas génants dans un conteatqudsition du signal GPIS C/A, mais sont
tres difficiles a étre identifiés a ce stade ; Pamséquent, les boucles de poursuites seront
initialisées avec des valeurs erronées. Il estpatre a noter que la solution finale résultante
peut s’avérer acceptable pour quelques types dégpioins.

L’atténuation maximale des signaux dans les enwigarents urbains variait entre5dB et

—-18dB, et n'a pas présenté une corrélation assez @a@e la position du satellite.

Dans les environnements du type downtown et canybain, le signal direct LOS a pu
atteindre le récepteur la plupart du temps. Marssdzertains cas, il était totalement absent
causant ainsi I'acquisition d’'un écho plutét, es gwoblémes d’inter-corrélation. Cependant,
dans de mauvaises conditions, et selon I'applinatisée, il serait éventuellement préférable
de fournir une solution mémes si celle-ci n'est pas précise pour pouvoir initialiser les
boucles de poursuite ; donc en d'autres termesediser le positionnement a l'aide d’un
signal réfléechi plutét que de ne pas étre capabldodirnir une solution, mais ceci bien
entendu dépend des contraintes de I'applicatiofevis

On notera, que comparés aux pics de multitraesspics d’intercorrélation résultent
en général de trés grandes erreurs, car les piosspondants peuvent survenir a des retards
de code totalement aléatoires a l'intérieur d'u@dqule de code donnée, alors que les délais
correspondants aux multitrajets eux dépendent dnakidirect, et sont progressivement
atténués au fur et a mesure que leurs retards autignie Ceci est vrai pour les
environnements indoor et urbains.

Une conclusion commune et évidente a tous ledtagsprésentés dans ce chapitre est
gu'en présence d'un signal direct, ou si celui-@sh pas tres atténué, il n'y a pas de
problémes d’acquisition. Et I'étape suivante sesait de trouver des techniques de résistance
aux intercorélations ou bien d’améliorer la senisébdu récepteur aux signaux faibles pour
assurer une probabilité de détection assez élda@asuite de cette thése se focalisera sur
'amélioration des capacités de détection de sigriaibles des récepteurs GPS.
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The GPS radio communication link losses are oftéluenced by signal shadowing,
and multipath effects: the signals transmitted hey satellites to a land user are obstructed or
greatly attenuated due to propagation through idadsees and buildings. The resultant
signal losses are referred to as shadowing. Bg#dimnd other surfaces, may also act as
signal scatterers causing the LOS to be reflectadiffvacted. The resultant effect is referred
to as multipath propagation. The signal receivedth®y receiver is thus subject to signal
fading (i.e. variations in the amplitude and phakéhe received signal). These fades may be
of the order of 2@B or more below the mean signal levklgcGougan et al., 2003In the
past, an unobstructed LOS signal was necessathdoGPS to work properly. Weak signals
whether they are attenuated LOS signals or muhiiggnals were not desirable for use
because they were too weak compared to the nogether disturbing signals. But this is no
more the case with the expansion of GPS to LBS. f@seilting stringent localization
requirements imply GPS localization in degradedirenmvnents, such as indoor and urban

channels, where path loss is very severe mosteofittie, which poses a particularly difficult
challenge for system designers.
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This chapter focuses on characterising, modelling analysing the GPS radio
frequency channels. It mainly addresses the issfieswultipaths, cross-correlations and
shadowing.

[11.1 Channels characteristics

The positioning applications involve many typesopkrational environments which
were classified and detailed in Chapter I. Eachrenment basic characteristics are recalled
in table I1I-1 below:

Main characteristics

Rural environments - Very good satellites visibility

- Availability of LOS

- Strong received signal (>3(BH2

- Ease of acquisition

- Low probability of false detection

Urban environments - Partial availability of LOS

- Multipaths (due to signal multipl
reflections)

- Shadowing (due to buildings, and
dense foliage for example)

- Weak received signal (<3({BH2

- Signal acquisition subject to eventyal

D

errors

- High probability of false detection
Indoor - Partial or quasi null LOS availability
environments - Very weak signal available at the

receiver (<251BH2
- Multipaths problems
- Difficulties in signal acquisition

Tab IlI-1 : Different GPS operational environmentsand their main characteristics

Indoor and urban environments are the most congtiai This is why the subsequent
work mainly focuses on these channels.

In urban environments, two kinds of obstacles cauldfined: large fixed objects, like
buildings and trees, on one hand, and people ahidlge moving around on the other hand.
However, the impact of buildings and other larggects dominate the characteristics of these
channels.

In indoor environments, also two types of obstackes be defined: those being part of
the physical structural components of the buildiagg those formed by the office or the
home furniture and fixed or movable/portable stuues. These parameters will be explained
below.

The fading phenomenon in a radio GPS channel isguify affected by the multipath

propagation, the mobile relative velocity, the sunding objects velocity and the cross-
correlations between different satellite signalse3e parameters will be explained below:
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Multipath is essentially caused by reflection, w@itftion and scattering which are the
three basic mechanisms of radio propagati@ Rappaport, 1996 All three
phenomenon cause radio signal distortions and gsee to signal fades, as well as
additional signal propagation losses. This is bseathey create additional radio
propagation paths beyond the direct optical LO® fettween the transmitter and the
receiver, resulting in multipath fading (it was theme effect that caused ghost images
on television when antennae on the roof were stdke common instead of today's
satellite dishes). The multipath induced signakratation is mainly driven by the
number, strength and delay of the multipath signélse signal components arriving
from indirect paths (which are delayed and attezdiatersions of the original signal)
and the direct LOS path (if it exists), combine gmdduce a distorted version of the
transmitted signal. This combination may cause ttoasve and/or destructive
interference effectsLpchapelle et al., 20Q3 Large path length differences between
different multipath signals cause large differenceshe corresponding arrival times
resulting in a time delay of the signal arrival.eTtange of time within which most of
the delayed signals arrive can be estimated by umiegsthe channel delay spread. For
GPS indoor environments, at a carrier frequencgpgfroximately 1.835Hz the delay
spread is of the order of 10 to 58 [Hashemi, 19983 [Titus Lo et al., 1994 hence it is
very small compared to half a C/A code chip duratb500ns. This means that indoor
multipath must not disturb GPS acquisition wheredbde delay error must be bounded
to within half a C/A code chip duration. This rdsulill be validated by simulations
described in the next sections. For urban chantieésgdelay spread is of abolijus

[Hashemi, 19913 [Pérez-Fontan et al., 20D4In this case also, the multipaths delays
must not disturb the acquisition.

As for the relative motion between the mobile reeeiand the moving satellite, it
causes random frequency modulation due to Doppigt. §he randomness of this
Doppler shift makes it very difficult to be estirdtat the receiver, which results in
Doppler frequency errors, and thus further atteponadf the resultingC/N, ratio at

the output of the receiver correlator.

On the other side, if some of the surrounding dbjece moving, their velocity may
influence the Doppler shifts on multipath signa&aysing it to be more important. The
surrounding objects may be ignored if their spaddwer than that of the receiver. This
is generally the case for the GPS channels. In nioelel developed herein, the
surrounding objects are supposed to be fixed, baaddorresponding Doppler shifts are
ignored.

Finally, cross-correlations are caused by interfeeebetween GPS signals received
from different satellites. The GPS receiver is sabjto cross-correlations when it
receives many satellite signals with power levasy\different from each other. In an
indoor channel, this may be the case when one efstgnals reached the receiver
through a window, whereas another one reachedratugin a wall or a ceiling for
example. Attenuation due to dense foliage may kad to cross-correlations in urban
environments. J. Miller et al1999 estimated typical signal attenuations due tcafpd
shadowing. At a 1.5&Hz carrier frequency (as for the GRS), the signal experienced

attenuations are between 4 and 8B for a 35% tree density, and between 6.9 and
10.8dB for an 85% tree density, where the tree densitdefined as the percentage of

optical shadowing it causes at an elevation angb®. The result of such situations is
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processing one (or more) very strong received $8gwaile the others are very weak.
The weak signals are masked by the stronger onb(s,leading to positioning errors.
The cross-correlations cannot be theoretically attarized by a channel parameter,
since they are completely random, and depend orvitlilgle satellites geometry, the
environment geometry, and the position and veloocftyhe receiver at a given time.
Consequently they will be quite evaluated experitaign

Once the channels characteristics are describedhdkt sections focus on modelling
and analysing the indoor and urban channels basddeses characteristics. The next section
describes the different models that were used itlal logp our custom indoor model used for
analysing the indoor environments.

[11.2 Modeling the indoor channel

As discussed before, radio signals reach the recéivough very hardly predictable
paths. These are completely characterized by paeasneamely each path amplitude, time of
arrival, and phase. If the signaft) is transmitted in an indoor environment, then stymal

r(t) received via many paths at the receiver locason i
r(t) = s(t) Ch(t,7) (1-1)

with h(t,7) a complex impulse response of a linear time varyilter used to model the
random and time-varying channéi(t,r is)given by Hashemi, 19913
R(7)

h(t,7) = _;k(t)d[r -1, (1) ]e!?® (111-2)

k=0
where tandr are the observation time and application timenhefitnpulse, respectively
R(t) -1 is the number of multipath components
a (t), 7, (t), ¢, (t) are random time-varying amplitude, time of arrjvahd phase of
the LOS k= 0) and the multipath replicas

This model allows for obtaining the response ofdhannel to the transmission of any
signal s(t ) by convolving it withh(t,7 )and adding noisen(t ,)as illustrated in figure I11-1
below.

n(t)
Linear Timevarying filtet
F(1)-1 By
s(@) o ht,7)= >a 0)dr -7, )% )
k=0
Fig IlI-1: An indoor channel model
where f(t) = [S()ht, 7)dz +n(t) 1%
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The channel modelling is described by the parammetgrr,, ¢, and R which can be

statistically characterized through real te®érpz Fontan et al., 20D4r using ray tracing
methods [Mudhafar, 2002, for example. For the indoor channel we rely astaistical model
developed in the course of an ESA project (20023208ntitled “Navigation signal
measurement campaign for critical environmentsfried out by JOANNEUM RESEARCH
(Austria) with subcontracts to the DLR and the Wmsity of Vigo (Spain) Pérez Fontan et
al., 2004. In this project, the ESA investigated a statetinon-time-varying model which
provides the PDFRrobability Density Functionfor each of the four parameters used to
characterize the channel: the number of paths, paittis amplitude, delay, and phase. These
parameters were set to be constant over time. irmmalel we generate a first signal which
stands for a direct LOS signal, and many refleeted diffracted replicas of this signal. This
model has been developed using Matlab. The difterdretween our custom model and that
of the ESA is that each path delay and phase hatherrbeen assumed to be time-varying.
For the sake of simplicity, the relative amplitudesl the number of paths were assumed to
be constant during the acquisition duration: theseparameters are chosen at the beginning
of the simulation according to their respectiverihsitions presented in the ESA papEhnis
ESA model will be described in the next paragraphdetailed description of our model
follows.

.2.1 ESA model

The ESA statistical model is based on a measureg@npaign carried out using a
channel sounder on board a helicopter. The hekeopas flown around a six floors building
where a receiver was located. Different flights evearried out to cover several elevation
angles. The receiver was also placed in differecttions at different floors within the
building so that different penetration conditiomailtl be studied.

The main parameters of the channel impulse resp@aays, amplitudes, phases,
number of rays) are considered as random variatitesa PDF estimated from the measured
data. This random time-invariant channel’s impuksgponse has a transfer function defined
by equation IlI-4.

R-1 _
h(t) =) ad(t-r,)e' (11l-4)
k=0

with  R-1 is the number of multipath components. It has ocamg@alues with a PDF that is
estimated from the field test measured data

a, is the amplitude of the direct ray (input paramete

r, isthe corresponding delay, set to zero

a7, (k=1 are the delays and amplitudes of the reflected, rajth PDF obtained
from the measurements

@, are the direct and reflected paths phases supgosee uniformly distributed in
[0:277]

This channel impulse response has the same shap@aaameters characteristics as that
described in$aleh et al., 1987

The ESA paper provides the CDFE€ufnulative Distribution Functionsof the

reflected rays relative amplitudes, and the refléatays delays. The curves are provided for
the ground floor, the fourth and the sixth flooesyd for different flights, i.e., different
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elevation angles. The paper also provides theiloigion of the number of rays, the CDF and
the PDF, only for the fourth floor and for an eléoa angle of 30°. In what follows the
corresponding results are illustrated.

Reconstructed PDF of the number of rays, 4th floor

0.035

0.03

0.025

0.02

Proability

0.015

0.01

0.005

Number of rays

Fig I1I-2: Number of snapshots with a given numberof rays inside the dynamic range. The values for aumber of
rays greater than 29 have been extrapolated. Measements realized on the fourth floor Pérez Fontan et al., 2004

Reconstructed cdf of the number of rays, 4th floor
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Fig 11I-3: Estimated and corrected CDF of the numberof rays for the circular flight on the 4th floor [Pérez Fontan et
al., 2004.
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Reconsturcted cdf of the multipath relative amplitudes 4th floor
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Fig ll-4: Estimated CDFs of the relative powers ofthe reflected rays on the fourth floor Pérez Fontan et al., 2004

Reconstructed CDF of the multipath delays, 4th floor
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Fig 11I-5 : CDF of the multipath delays on the fourth floor [ Pérez Fontan et al., 2004

In our model, the ESA model is essentially usedtovide the needed statistical
distributions for the different multipath rays. Hhere used to initialise our channel

parameters.
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[1.2.2 Custom model

In our model El Natour et al., 2005 variations of the channel parameters as a
function of time have been considered. The ESA rmaleised to derive values for the
multipath relative amplitudes; which were supposed to be constant over the simolat
duration (~1 second), and the initial delayg,, of the different multipath rays. These values
are derived such that they have the same distoibwats in figures IlI-4 and 11I-5 respectively.
The receiver which yielded the results shown irs¢ghgures was placed in an office with
external building walls. For the sake of simplicitiye number of rayR is set once and for all
to its most probable value, namely 10 rays. Alth# results presented here deal with a static
user since we found that the results obtained aittynamic user (with a velocity afm/s)
were similar. Besides, this assumption means ti&alLOS replicas are assumed to have the
same relative attenuation (compared to the LOSjutlinout each simulation. The phase is
uniformly distributed ove{O;Ziﬂ as it was the case for the ESA model.

The time-varying indoor GPS channel transfer fuorcts then given by:

R
h(t) =Y a, Bt - 7, ()] % (111-5)
k=1
where R is the number of rays that reach the receivers bt of rays may either contain a
direct LOS or not.R is constant over the duration of the simulatiamj & chosen
according to the most probable value given by fis&idution of the number of rays
reaching the receiver given iR¢rez-Fontan et al., 2004R=10),
a, is the multipath replicas relative amplitude wigspect to that of the direct ray.
This parameter is considered to be constant oeedtination of the simulation, and is
also chosen according to the distribution of thes r@owers given inH. Pérez-Fontan
et al., 2004,
T, (t) is the delay experienced by the direct LOS ray d&nel reflected rays
respectively. This delay is essentially due togigmal propagation from the satellite to
the receiver. This parameter is supposed to bablariwith time, with initial values
derived according to the corresponding distribigigiven by the ESA model,
@, (t) is the phase distortion introduced by the changgft) = 2747, (t) +@,, with

@, arandom initial phase.

Let us now focus on the received signal. Assumireg the GPS signal transmitted
(normalized amplitude) over the channel is modedied
s(t) = cft) @ (t) ceoq 27t t),

The signal that is supposed to reach the recesverodelled as:

r(t) = st * h(t) = i a, Left -7, (t)] cft - 7, (t)] ceod27tt - 8, (t)]
k=1 ( 111-6)

)= a et (] -r, () eod2rt -, (0]
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with L, the GPS carrier frequency (1575.MHz), C the NRZ C/A coded the NRZ data
bits.

When processing the GPS signal, it is assumedtieatarrier frequency has already
been shifted to an IAtermediate Frequengylenoted byf, ; the studied signal is then:

()= a, et - 7, ()] @t - 7 ()] wos2rtt t - 21,7, () + o) ()

k=1

Without loss of generality, the phagg is not considered herg{= )0

The delayr, (t) is assumed to have linear variations with timer @f®rt durations. Its

value depends on two types of multipath replicadtected replicas and diffracted ones
(Scattered replicas are supposed to have the sapresentation as diffracted ones, the
scattering coefficient being essentially represeridg the path amplitude, and the angle of
arrival being random). These two cases are illtedran figure I11-6:

\
\dy 2o + vt
\

\ Direction of the K
\ ~. obstacle plane

k™" reflecting

Diffracting obstacle

obst

\
N

£y
Ss

Horizontal
plane

’
N ’

] ’
7 1% reflecting
/,»" obstacle Reflecting

v obstacles

Fig 111-6 : Reflected and diffracted rays of a GPSsignal. Reflected rays are in dotted lines and difacted rays are in
solid lines. The direct LOS is represented with a d&hed line

In the figure above, both diffracting and reflegtiobstacles have been illustrated (in red and
blue respectively). We denote loly the direct LOS andl, for k >1 the delayed path.

The receiver is supposed to belat above the ground level, i.e. in the hand of a.use

It is also supposed to be moving horizontally, #mel distance between the receiver and the
different obstacles around it varies between 0 and approximately (the user is assumed to

be in an office or in a hall).
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The delay experienced by the direct LOS ray is:

=4
Cc

I, (111-8)

where cis the speed of light in vacuum.
d, =d, +v4t With d, the initial distance between the satellite andréoeiver,

vy the Doppler velocity corresponding to the consdesatellite elevation angle. It is
Vgle COSYy

\/re2 +r2 - 20, [0 Biny

linear velocity, r, is the earth’s radiusi, is the orthogonal distance between the

earth’s centre and the satellite,is the satellite elevation angle, is also considered

constant over the duration of the simulation.

given by: v, = (refer to appendix C), where, is the satellite

The delays experienced by the multipath replicadafined with respect to that of the
direct LOS. In the case of reflected rays, thidase using a classical model of reflection. The

path followed by the reflected rag, differs from that of the direct rag, by 2h sing,,
where g, is the angle between the direct ray and the olestdane. It has a random value
uniformly distributed in [O;Zlﬂ. And, h, is the distance between the receiver and the
obstacle plane.h, is also supposed to have linear variations witbpeet to time:

h, = hy, +Vv,tsin(6, - ), with h,, the initial distance between the receiver andbtetacle;

it takes a random value betweEﬂ"m; 5 m]. v, is the receiver velocity.

Hence, the delay experienced by a reflected raypsessed as:

T, :$+Vit+2&sin6’k (11-9)
c c C

For diffracted and scattered rays, the delay ismivy the ratio of the length of the total path
followed by the ray divided by the speed of lighsing figure IlI-6, Al-Kashi law gives:

r o= \/(do +th)2 + (dk)2 _Zmdo +th)mk EOE(BI'() + d,
K c c

(111-10)

whered, =+/(dg, )? +(v,t)* - 20{d,, ) v, t) ody - 6, ), and d,, is a random initial distance
that lays within[O m;5 m] also.

The following steps have been followed to geneeatd acquire a simulated indoor
GPS signal according to the model described above:

Generate the signal that is supposed to reachstehased on the signals characteristics
model described above,
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Add noise to it. The additive noise is such that ¢arrier to noise density rati@Ny is an
input parameter. A 2-bit quantification process tien used. An attenuation of
approximately 1.%IB is further induced due to this quantificati@pjlker et al., 1996

Acquire the signal using different coherent and noherent integration times. Throughout
the acquisition process the carrier Doppler fregyethe code delay and tle N, ratio
are estimated. The result is illustrated by a datien matrix as was explained in
Chapter II. Recall that the detection of the sigisah statistical process based on a
hypothesis test:

HypothesisH, : The signal is not present, and the considerBdaetains only noise.

HypothesisH, : The considered cell contains noise with sigmasent.

The threshold was calculated for a PFA of 1B the case dfi;, when it is thought that

the Doppler frequency and code delay are foundhenbest cell, the attenuation due to
Doppler and code shift errors is supposed to béigielg, and the value of the peak

2
detected is supposed to bﬁXZAT+mQ (refer to equation 11.13), wheren, is the
estimated mean noise level of the correlation matnd A is the signal amplitude. This
2
allows for computing the power of the useful sigaal C =A7=2[ﬂmax—mb). In other

words, once a peak is found at the end of the aitoui process, the signal power can
be estimated.

During our simulations, we check the accuracy & Boppler and the code delay
found at the end of the acquisition process, asetlt@o parameters are known a priori for
each signal. Indeed, the user-to-satellite distamckthe satellite Doppler velocities are input
parameters. The delays are calculated accordinggt@tions (111.8, 111.9, 111.10), and the
Doppler frequency is calculated tb, =-L,v,/c, with v, the satellite Doppler velocity

(input parameter).

Once the accuracy of the code and Doppler paramistehecked, the signal is said to
be successfully acquired only if the correlatiomlplas the right code and Doppler shifts. A
peak which is higher than the threshold, but whgmot the right one does not imply a
successful acquisition in our tests.

The results reported next are classified in twegaties:
1. Impact of multipath on the acquisition performance
2. Impact of cross-correlation on the acquisition perfance

11.2.3 Impact of indoor multipath on acquisition performance

In order to study the impact of multipath on theasition performance, three types
of signals were studied:
- first a LOS only signal (without multipath),
- second a composite signal containing a LOS raygaath different multipath replicas,
- and third a signal with only multipaths rays (NLOS)
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These signals are compared with each other. DifteBPS signals were tested with
different PRNs, code delays, Doppler frequenciesl different multipath parameters with
PDF of initial values derived from the ESA modeheTmultipath replicas have different
relative powers, delays and angles of arrival. Hewein a given simulation and for the sake
of comparison, all of these parameters will beshme in the three cases described above: the
LOS only, the composite LOS with multipath replicasl the NLOS case for a specific GPS
signal PRN.

For each of these composite signals we try to aedhe original signal using the FFT
acquisition algorithm described in Chapter Il. Eithe coherent integration timé&, , is set

to 1ms in order to avoid any possible data bit tranegigroblemsM is set to 200, thus
yielding a total dwell time of 20éhs The value oM was chosen because the signals to be
acquired are not too strong, nor too weak. As empthearlier, the acquisition is said to be
successful if the detected peak corresponds tadghevalues of Doppler frequency and code
delay of the considered satellite in the input acien

For illustration purposes, the results obtainedhwie of these signals, PRN 1, will be
presented here. Its Doppler frequency and codeydetere set to f, = -4666Hz and
7 =608.276 chips respectively. These values of the Dopplequency and code delay, and

those used for the upcoming tests, were chosenonagd The results below show the
minimum C/ N, value that could be acquired in each case.

As llustrated in figure IlI-7, for a LOS signal thiout multipath replicas the
minimumC/ N, that could be successfully acquired with a totghal integration time of

02s,is 26 dBHz.

LOS only, CHO=26dBHz, M=200, Tp=1ms Detectec
A peak
.
i |

>

1.
=

Fig 111-7: LOS without multipath replicas; C/ N, = 26 dBHz ; true values: Doppler frequency — 4666Hz,
code delay608 .27 chips; estimated values: Doppler frequency- 4666Hz, code delay608.27 chips
Theoretically, the minimun€/ N, that can be detected with such a dwell time aocoherent
integration ofims is: [ 28dBHz for aPq4 of 0.9 andP,, =10~ used here (refer to Chapter

Il, paragraph 11.3.4). The/ N, found here is a little lower than the theoreticalue. The
difference may be due to the test procedure whdmmited number of tests were run and
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successful acquisition was observed a reasonaliberuof times. Indeed, these tests were
repeated for approximately twenty different signalth different Doppler frequencies, code
delays and PRNs.

In the case of a LOS signal with multipath repliga® minimalC/N, that could be
detected was rather 2ZIBHzcompared to 26BHzin the LOS without multipath signal case.
This increase in the detectallZN, may be explained by the presence of multipathicasl
which raise the global noise level. But even witls tsmall increase in the global noise level,
the minimum detectabl€/N, ratio is still more optimistic (lower) than theetiretical limit.

This can be achieved for the same reasons givemopsty. The output correlation function is
represented in figure 111-8:

K10 Composite LOS wit:h multipath réplicas, CHNy=27 dBHz,
M=200, T,=Tms

Detected
peak

(&3]
ol
I

e
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.
!

Carralation amplitude
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i

Doppler Frequency (Hz) 5000 H-,}h__,;.---
-rog D

400
X0 code delay (chips)

Fig ll-8: Composite LOS with multipath replicas; C / N, = 27dBHz true values: Doppler frequency

—4666Hz, code delay608 .27 chips; estimated values: Doppler frequency- 4666Hz , code delay
608 .27 chips,

Notice that the estimated values of the Doppler tal code delay are accurate. Hence
multipath replicas did not disturb the final outitthe acquisition process. They introduced
however a small increase in the global noise leesliting in a higher threshold/N, (1dB

difference in this case) compared to the previ@ase avhere the signal studied only comprises
a LOS ray.

Figure I11-9 shows the output correlation functimsulting from the acquisition of a
NLOS signal, or in other words of an echo only aigithese multipath replicas are supposed
to be those originating from 44dBHz LOS signal (the nominal case for a received GPS
signal), which was completely masked by walls dlirggs for example. That is, these rays
have C/N, much lower than44dBHz since reflection and diffraction may cause sever
attenuations. The lower the signal power, the lotlierresulting relative multipaths powers.
In this case where the LOS ray is completely masked only its multipaths replicas are
available at the receiver level, an original LOSabteast44dBHz was necessary so that its
corresponding multipaths replicas could be detdetébith the dwell time of 0.2ns used
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here). In other words, for this signal, if a dire®S signal had &/N, ratio lower than
44dBHz and could not reach the receiver, the multipaplicas generated cannot be
acquired with a dwell time of 012s

" NLOS, CNp=44dBHz, M=200, T,=1ms
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Fig 111-9: NLOS signal, multipath replicas only; C /N, = 50dBHz (C/Nj of the LOS that could not reach the

receiver); true values (of the LOS): Doppler freqency — 4666Hz, code delay608.27 chips; estimated values:
Doppler frequency — 4666Hz, code delay608 .27 chips

Comparing this result with that of the compositeS,@here is a difference of dB between
the respective minimunC/N, ratios: 27dBHz in the case of the composite LOS versus
44dBHz in the NLOS case. This 17dB difference betwe®ss minimum C/N, ratios
corresponds to an attenuation with respect to @& lof 17dB. Thus, supposing that the
minimum detectableC/N, is 27dBHz the multipath replicas must be at least at @i,
level to be detected. Notice that the code delaythe Doppler frequency found in the case of
the NLOS signal are the same as in the case otdhgposite signal, yielding that the
difference between the detected multipath replam@deeDoppler values and those of the LOS
(not present) lies within the tolerated acquisitesrors for this dwell time where the Doppler
accuracy needed is of 25{r and the code delay accuracy neede@.2sus corresponding to

a sampling frequency & MHz used here.

The results obtained with other signals were simdahose presented here: for a LOS
only signal, the minimum detectab@® N, using 02s of dwell time with1ms of coherent
integration is approximately 26BHz In the case of a composite LOS signal, the mimimu
detectableC/N, varied between 26BHz and 27dBHz In the case of NLOS signals, the

limit C/N, was between 40 ardd dBHz for the masked LOS.

The Doppler frequency and code delay found at titead the acquisition process in
the case of a NLOS signal are a good first appration of these two parameters to be able to
launch the tracking process. However, the finalitmsis sure biased. The bias depends on
the multipath characteristics, but at least it pfes a solution. The bias is expected to be of
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the order of several tens of meters (the indooayded most likely of the order of several tens
of ns as shown in figure 1lI-5) compared to the accuraegched if the LOS was rather
acquired.

In all cases multipath replicas did not induceuias of the signal acquisition, but
induce errors on the estimated code delay and [@ofy@quency when tracking. This is why
it turns out to be the main source of error in md@nvironments for tracking issues
[Lachapelle et al., 2004

.2.4 Impact of indoor cross-correlation on the acquisiton
performance

After having studied the effect of multipath onrag fading in indoor environments,
the next step is to study the impact of interfeeehetween different GPS satellite signals. In
fact there are situations where a strong signal imayfere with another weak signal path. In
this case, acquiring the weak signal is very ditficas it may be affected by cross-correlation
peaks. In the case of zero Doppler offset, thiscirrelation peak is generally expected at
approximately -23.91BHzbelow the autocorrelation peaRrpakis, 199% Thus theoretically,
if two signals haveC/ N, ratios about 24IB apart from each other, the autocorrelation peak

of the weaker signal is approximately at the saewellas that of the strong signal cross-
correlation peaks and thus is masked by the thimgtsignal. To illustrate this situation, we

used the same model that was developed for thepathtsimulation, and extended it to

support different satellite signals by adding thesgnals together. Different tests were
conducted using one simulated satellite signalé witferent powers, interfering with each

other. The number of interfering GPS signals wdst@senly two signals for the sake of

simplicity. Although it may seem optimistic, thissumption can be a good first step. Note
that in indoor environments the number of strorgmails is not likely to be high (one or two

strong signals at most).

The results obtained for signals emitted by PRMad 11 are presented hereafter. The
PRN numbers were randomly chosen. TN, ratio for PRN 1 was set to $BHz while
that of PRN 11 was set to 2BHzwith a difference of 2%BHz between the two signals so
that cross-correlation peaks could appear in thssecorrelation function. Satellite 1 has a
null Doppler, while satellite 11 has a Doppler fregcy of —4075Hz. The 2 satellites have
also different code delays: 608.276 and 604.03psctespectively. We tried to acquire PRN
11. The dwell time was increased up to 1 secondnbutight peak could be detected. The
result of acquisition is depicted in figure 11I-10.
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Sat1 11, Chg1=25dBHz,
Sat2 1, CHp2=50dBHz,
Estirmated CMN=22.8dBHz
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Fig IlI-10: Cross-correlation between 2 GPS signalsl- LOS signal of satellite number 11 with multipah replicas,
true Doppler — 4075Hz , true delay 608.27 chips, initial C / N, = 25 dBHz 2- LOS signal of satellite

number 1 without multipath replicas, true Doppler O Hz , true delay 604 .03 chips, C/ N, = 50 dBHz . The

signal acquired is that of PRN 11. Estimated valuefoppler frequency OHz, code delay280 .24 chips,
C/N, =22.8dBHz

The peak detected after acquisition does not matith the code delay and Doppler
frequency of PRN 11 (Hz 980.239 chips), nonetheless, it is higher than dbquisition
threshold. This means that the acquisition algorithould have as outputs the code delay and
Doppler frequency corresponding to this peak, rathan rendering a failed attempt. In
addition, this peak is found at approximatei§7dBHz below the initialC/N, applied to the

signal of this satellite, namely 58BHz By accounting for the attenuation due to the
quantification process (1.8B approximately), the estimate@/N, corresponding to this

peak will be very close to the theoretical value &woss-correlation peaks;250BHz
approximately. This leads us to assume that thek p@ most probably a cross-correlation
one, not a noise peak. Note that the error reguftiom the difference between the detected
peak delay (980.239 chips) and the true delay @&@chips), is in this case greater than 300
chips, that is 30@s . This error results in a 99nrange error!

In order to be sure that the detected peak is ssarorrelation one, we correlated the
signal of PRN 1 alone without noise, with the C/@de of satellite 11, in order to compute
the cross-correlation matrix of the signal of saith PRN 11. The detected peak has the same
(Doppler frequency, code delay) couple as thatgofré 111-10.
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Sat 1, Chp=50dBHz,
Correlated with PRM 11
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Fig llI-11: LOS signal of satellite number 1 without multipath replicas or noise, true DopplerQ Hz , true code delay
608.27 chips, signal correlated with C/A code of satelli number 11. Estimated values: Doppler frequency) Hz ,
code delay980.03 chips

Figure 11-11 shows the result of the cross-cotiefa between the signal of satellite 1 and
PRN code 11.

Generally, the cross-correlation matrix is not saggal to have peaks which are
stronger than others. Theoretically, all peaks rhast the same amplitude. But this is not the
case in figure lll-11 where many peaks are strortban others. This may be due to the
additive noise, and the effect of the code Dopgdtét, which may cancel or increase some
cross-correlation peaks.

Figure 111-12 illustrates another case where asmmrelation peak is detected. It was
also verified that the detected peak is a croseetaiion one by the same way as before.
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Sat1 26, MLOS, CHO1=25dBHz,
=at2 1, LOS, CNO2=50dBEHz,
Estimated CMO=22.6dBHz, Dopp=0Hz, Delay=102.052 chips
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Fig IlI-12: Cross-correlation between 2 GPS signalsl- Non LOS signal of satellite number 26 (just mudipath
replicas), true Doppler 4000HZ , true delay 604 .03 chips, initial C / N, = 25 dBHz 2- LOS signal of satellite

number 1 with multipath replicas, true Doppler O Hz , true delay 608.27 chips, initial C/ N, = 50 dBHz .
Estimated values: Doppler frequencyO Hz , code delayl09 .05 chips, C / N, = 22.6 dBHz

In this second case the delay error is of 500 chp®oximately, inducing a 150m range
error!!

Figures 111-10 and IlI-12 show that the cross-ctatien induced errors may be far
from the acquisition error bounds. In fact, thessrgorrelation resulting error is only limited
by the C/A code period of 1ms, i.e. 1023 chips.sTdriror is completely random within this
period. Consequently, cross-correlation peaks uistilne acquisition, unlike multipath
replicas, especially in the case of a weak sigmahé presence of a strong one. It must be
mentioned that the weakest signal, that of sagellit at 251BHzin the first case for example
(figure 111-10), could be easily acquired using gane dwell time, if there were no interfering
signal apart from noise.

In conclusion, the main impact of GPS cross-coti@ia on the acquisition
performance is a probable cross-correlation pedk¢ciwleads to inaccurate values of the
Doppler frequency and the code delay, and hencendocuracies in the user position
estimation.

On the other hand, the peak detected by the atiquisilgorithm is likely to be a false
alarm one. Thus it is generally difficult to be sulhat a peak is a cross-correlation one or not,
making it more difficult to deal with such peaks.partial solution allowing for avoiding
some cross-correlation peaks is inherent to the 3@RBsisted GPSechnique. This will be
explained in details in Chapter V. Many other methdor cross-correlation peak detection
and/or cancellation were studietidrman et al., 2004 & 20Q1[Turetzky, 2004a &
[Mattos, 2008 [Krasner, 2001 Norman et al. 2004, 200] describes for example a method
which consists in finding the strongest PRN in beeived signal, to correlate it with each of
the other PRNs of this signal, and subtract theltiag cross-correlations from each PRN
auto-correlation function. This method is calledsy signal cancellation.
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As a conclusion on the indoor channel acquisitibnwas found that the cross-
correlations are much more problematic than mutipaeplicas. This is only true from an
acquisition point of view. But in the context oftamplete positioning scheme (acquisition,
tracking, demodulation of navigation data bits, igation solution computation), detecting
false alarms in the acquisition stage is much bélien detecting them after that, since this
will be a waste of time. Consequently, in this casdtipaths are an important source of error,
and more disturbing than cross-correlation peaksesihey are very hard to be detected
earlier.

In what follows, we focus on the urban channel.

111.3 Modelling the urban channel

The urban channel has not been modelled by our .waostead, we have used an
existing time varying model developed by the DLR tlus purpose. It is briefly described in
the next paragraph.

1.3.1 Land Mobile Multipath Channel Model

This model, called LMMCM l(and Mobile Multipath Channel Modelis based on
both deterministic and stochastic processes witam artificial scenery that can be
parameterized. The model is available for downldaglure 111-13 below presents an example
of an urban environment simulated using LMMC$tdingass et al., 2004, 2405

NS T

1

Fig I1I-13: Artificial scenery [ Steingass et al., 2005

4

The model parameters were derived based on reaureaents carried out using a channel
sounder.
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For this model, the GPS receiver is assumed tonbeard a car that is moving in the
north direction. All the components of this scenesyn be parameterised, like the car velocity,
the road width, the building and house heightspelaand separations, the trees and pole
positions, the satellite position, etc. The satelposition is determined by its azimuth and
elevation angles. During this study, for comparispmrposes, the buildings shape is
considered to be the same, only the impact of déitelge position and the road width will be
studied. It must be mentioned that in this model tl®S path is handled in a special way.
Due to diffraction effects that can occur at buitfiobstacles the LOS is split into two or three
separate paths for certain geometries. These diareplicas are considered as LOS; thus
the LOS delay may differ from zero if it is diffri@cl at a house front.

11.3.2 Impact of urban multipath on acquisition performance

The impact of multipath on acquisition performamcassessed by analysing the two
parameters which characterise multipath echoes: ithlative delays and powers, as for the
indoor environment Bl Natour et al.,, 2006b Two tests are reported here for each
environment, using correspondingly two differenadowidths. In each test the satellite
elevation angle and azimuth vary and their effectanalysed. For narrow streets, the
environment corresponds to downtowns: the buildicgssidered have mean heights and are
supposed to have small separation distances betiveen Larger streets point out to canyons
where the buildings are very high with large sepiana between them. Low elevation angles
(<30°) are not considered because they are supposerimasked. The car velocity is kept at
50km’h. Table IlI-1 summarizes the parameters used ih &gt. The road width and building
average height and separation parameters were rchaseording to typical values
recommended by a civil engineer, and an architect.

Road widtl Satellite Satellite Buildings averag| Buildings average
(m) Elevation(°®) Azimuth(®) Height (m) separationr(y)
TestA 4m 30| 60| 90| -30 0] 6d 12 2
TestB 12m 30| 60| 90| -30 0| 6d 60 30

Tab IlI-2 : Parameters used in tests conducted totgdy the impact of urban multipath on acquisition
performance

Note that a null azimuth corresponds to the noitbction. The positive values refer
to azimuth in the east whereas negative valuesespond to the west direction. 5000
iterations (position and received rays calculafjcar® considered for each test case, with a
sampling frequency of 158z Furthermore, each test case is repeated 5 tib@edifferent
simulations are necessary to cover all the possiblabinations of the satellite elevation
angles and its azimuth angles for both the downt@md urban environments. In the
following subsections, only the most representdiiyares for the simulation results obtained
in downtown and urban canyon environments are tegand a summary of all the results
obtained is given in tables 1lI-3 and IlI-4 withree concluding remarks on all of these tests
following. The output is the PDF that an echo exmt a defined power level and a defined
delay relative to the direct path.

Test A Downtown environment (most representative figuresad width 4m, one

way road, car driving in the middle of the roadnlarge sidewalks, no trees nor poles, mean
buildings height 12n, mean separationrf.
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Power delay profile - probability density function

power in dB

delay in 5 7

Fig 1lI-14 : PDP and PDF for a satellite elevatiorangle of 30° and an azimuth of 0°, for test A (dowown
environment)
The colour bar on the right represents the PDFbase 10 logarithmic scale (log). The LOS
(with its diffracted replicas) can be seen at wgllays, where the original LOS signal is seen
at a null power (recall that the y axis correspotadthe echoes relative power with respect to
that of the LOS). Other attenuated signals with dalays are most probably LOS diffracted
replicas, however there may be some reflected sigmih nearly null delays also. In this
figure, the maximum excess delay of the channkigker than0.5 us . The echoes with quasi

null delays appear at an attenuation of -dH) followed by peaks at @02 us, -11dB)

representative of multipaths having travelled a feeters more than the LOS (@ in this
case). Note that according to these figures, theimman probability density is obtained for
echoes occurring 41004 15, - 285 dB).
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Power delay profile - probability density function
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Fig 1I-15 : PDP and PDF for a satellite elevatiorangle of 60° and an azimuth of 60°, for test A (domown
environment)
For the elevation angle of 60° and an azimuth df, @8e maximum excess delay is of
028 us . The echoes are a little bit more attenudted before, where the elevation angle
was of 30° and the azimuth was of 0°. Notice thesence of high power-null delays replicas
in this case which imply more diffracted signalarttbefore.

FPower delay profile - probability density function
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Fig IlI-16 : PDP and PDF for a satellite elevatiorangle of 90° and an azimuth of -30°, for test A (dentown
environment)
The maximum excess delay in the case of an elevatigle of 90° and an azimuth angle of —
30°, is still lower than in the case of a 60° etenaangle and 30° azimuth. The replicas at
null delays are more attenuated (-dB), while a peak appears a0Q1lus,—12dB). This
delay corresponds to a distance ofmn3which is representative of the distance separating

buildings from the car antenna (8 approximately). The most probable echoes occur at
(002 15, - 29dB).

Test B: Urban canyon (most representative figures): nvatth 12m, two ways road,
car driving on the right side, @ large sidewalks, road boarded with trees and patethe
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two sides, mean buildings height &9 mean separation 3®. The trees attenuation is in
average equal to @B. This attenuation corresponds to the limit betwbight (35%) and
dense (80%) foliagel[ Miller et al,. 1995

Power delay profile - probability density function

power in dB

1y |
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1

Fig 11I-17 : PDP and PDF for a satellite elevatiorangle of 30° and an azimuth of 60°, for test B (urdmn
canyon)
In this case where the elevation angle is of 3@F the azimuth angle is of 60°, the maximum
excess delay is once again higher tiEhus , which is very penalizing in the case where the
LOS would be completely masked. On the other htdredfirst echoes occur with only €8
attenuations compared to the LOS. Strong multipgth8dB) appear also at003us
corresponding to9m. This distance is higher than that found in tAstreflecting a

correlation between the strongest multipath detangsthe road width, or the distance between
buildings and the receiving antenna.
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Fig IlI-18 : PDP and PDF for a satellite elevatiorangle of 60° and an azimuth of 0°, for test B (urba
canyon)

In this case where the elevation angle is of 6@Fthe azimuth is of 0°, strong multipaths can
be found at 003 us, —10dB) as before, which is not surprising since thedndgs and road
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parameters are still the same. The most probabi®esc occur at(0.0214s, —28dB),
compared to(0.08,us, —28dB) in the previous case, yielding that most probdbé/ echoes

occur at -28dB attenuation approximately, with delays dependinghe satellite elevation:
shorter delays for higher satellites.

Power delay profile - probability density function
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Fig IlI-19 : PDP and PDF for a satellite elevatiorangle of 90° and an azimuth of -30°, for test B (lnan
canyon)
A clear drop in the maximum excess del®06 us ) of the channel can be seen in this figure.

Furthermore, no strong echoes can be found atdeldlys, the first one being at -iiB away
from the LOS.

Tables 11-3 and 1lI-4 summarize the results obtdinn all the 18 cases tested, where

the minimum attenuation parameter correspondsdmtmimum attenuation of a multipath
replica compared to the LOS.

Elevation angle 30° 60° 90°
Azimuth -30° 0° 60° -30° 0° 60° -30° 0° 60°
Maximum
excess delay >0.5 >0.5 >0.5 0.33 0.29 0.28 0.2 0.48 0.2
()
Minimum
attenuation |-15to -12 -10 -12t0 -9 -10to -5| -5to -10| -12 -15t0-12 -15 -10 to -8
(dB)
Most probablé 0.03us | 0.04ps | 0.05ps | 0.01ps | 0.042ps| 0.02us | 002ps | 0.02us | 0.04ps
ecFr)mes Om); | d2m); | (15m); | Bm); |(12.6m);| (6m); | (6m); | (6m); | (12m);
-28.5dB | -28.5dB| -28dB | -27dB | -28dB | -29dB | -29dB | -28.5dB| -28dB

Tab I1I-3 : Results obtained in test A (downtown erironment)
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Elevation angle 30° 60° 90°
Azimuth -30° 0° 60° -30° 0° 60° -30° 0° 60°
Maximum
excess delay 0.5 0.45 >0.5 0.32 0.29 0.28 0.05 0.18 0.14
(M9
Minimum
attenuation -10 -18 -5 -10 -11 -10 -15 -7 -9
(dB)
Most probable 0.02us | 0.03ps | 0.08us | 0.04ps | 0.02us [0.01ps(3| 0.06ps | 0.01ps | 0.008us
ec%oes (6 m) (9m) 24m) | (12m) (6 m) m) (18 m) (Bm) (2.1m)
-28dB | -28.8dB| -28dB | -28.5dB| -28dB | -28dB | -28.5dB| -29dB | -28dB

Tab IlI-4 : Results obtained in test B (urban canym)

The first remark that comes out from the compariebthese two tables is that for
downtown environments multipaths attenuations Hawger variation ranges than for urban
canyons, as it can be observed through the conmparid the respective “Minimum
attenuation” entries of tables 11I-3 and Ill-4. bet, for urban canyons, the minimum
attenuations obtained throughout the differentstesere very close to each other, with
maximum differences of dB from one simulation to another. This may be exwdiby the
increasing complexity of such environments.

According to the results of these tests, the marimaxcess delays depend on the
satellite elevation angle. They decrease with exirgy elevation angles:C(0.5 us,30°),

(C 03 us,60°) and (C 0.2 us,90°) in average. We could not derive a conclusion loa t

relation between the maximum excess delays anézhmputh angle, although the street is
oriented North-South. The attenuation of the steshg@choes was not neither clearly related
to the elevation and azimuth angles. It varied ketw—51B and —181B. We noticed however
a small increase in the average multipaths relgtoxgers at elevation angles of 60° and 90°.

On the other hand, in all cases the LOS was likelseach the receiver, but at some
epochs of the simulations no LOS was availableltiaguin the acquisition of an echo only
signal, which is problematic for the overall perf@nce. Note that the availability or not of
the LOS and multipath echoes could be seen whaestmulation was running thanks to
another output of the algorithm which visualises HOS and echoes amplitudes and phases
in “real time”. But the quasi exponential shapetltd impulse response implies that echoes
with very large delays occur at very low relativenygrs. The PDF distribution also suggests
that these echoes are not very probable. This mbahaccording to these results, in urban
environments, echoes with large delays are not Meely to occur and will be weak. Thus
from an acquisition point of view, the delays faithin the tolerated error on the code delay,
and do not disturb acquisition. Conversely, in #bsence of a LOS, the tracking loops are
launched with such delays leading to positioningrst this is why it is always desirable to
eliminate such errors in the acquisition stagealsady explained. However as already
explained in the case of indoor multipaths, whersolliely no LOS is present these
multipaths lead to errors but at least providelat&gm with errors most probably of the order
of 3 to 24m, according to the results obtained here. The pi@ticonstraints depend on the
final application requirements. Integrity algorittrmay be used to accept or reject such
solutions.
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1.3.3 Impact of cross-correlations on acquisition perfornance

Cross-correlations could not be thoroughly studisthg the LMMCM, since it only
handles one satellite transmitting at a time. Havethe results conducted to study the
impact of multipath showed that globally the LOSikely to be present, especially in urban
canyons. But the availability of this LOS depends the studied environment and more
specifically on the satellite position. This medhat in the case of more than one satellite,
with each one having its own elevation and azimatigles, their LOS have different
probabilities to reach the receiver. If one of theggnals is masked, or greatly attenuated,
cross-correlation problems arise; the most probableoes or diffracted LOS attenuations
(signals at null delays), is 28B according to the previous results, thus large powe
discrepancy may exist between 2 satellite signeéshing the receiver together. This is a
typical situation leading to cross-correlation pesbs, knowing that a cross-correlation
appears when the relative powers are approxima&élydB apart. Consequently, cross-
correlations are highly possible sources for lgsggeudorange errors in urban environments.
This result is confirmed byMacGougan, 2003

l11.4 Synthesis of the GPS indoor and urban channels prdd&ms

In this chapter the impact of multipath and crosgeation on the GPS signal
acquisition has been investigated for indoor emitents using our time varying model
developed for this purpose, based on statisticallyais given by Pérez-Fontan et al., 2004
and for the urban environment using the LMMCM modeVeloped by the DLRGerman
Aerospace Centje

First for indoor environments, three types of GR§has have been generated and
tested: a direct LOS only signal, a composite L@8a with multipath replicas, and a NLOS
signal which contains only multipath replicas. Tess-correlation effect has been studied by
adding two of these signals together.

The study has focused on the capacity of deteatfam correlation peak or, in other
words, on sensitivity issues, and the accuracyhefdode and Doppler predictions; the total
time needed for acquisition was not analysed. &usta fixed dwell time of 20hshas been
chosen such that the signals that can be acquieeda very low nor very strongl( N,

around 27MdBHz).

The results show that for indoor cases the mutipaplicas have minor impact and do
not disturb the acquisition performance, when adit.OS is present. In some cases they
induced a small increase in the noise floodBlat a maximum). But they do not influence the
output Doppler frequency and code delay. In a NL&Se, multipaths could be used for
acquisition (that is acquired in order to providscdution even if it is not very accurate), but
they are much attenuated compared to the LOS signdllonger dwell times are needed to
acquire them. The relative attenuation of multip&gplicas (compared to the LOS amplitude)
observed during simulations with our indoor chanmeldel, varied between 14 and dB.
The output code delay and Doppler frequency werthimvithe proper code and Doppler
tolerated error bins, for the acquisition procddse minimum detectabl€/N, ratios found

in indoor with the 0.% dwell time used, are: approximately @BHz for LOS only signals,
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about 27dBHz for composite LOS signals, and between 40 andBHzfor NLOS signals,
where 40 and 4dBHzare theC/N, ratios of the LOS before complete shadowing.

Cross-correlations are particularly disturbing wigestrong and a weak signal reach
the receiver together. But this is not very comnjpfacGougan, 2003unless a signal
reaches the receiver through a window for examiplesuch situations, a cross-correlation
peak is likely to cause a false alarm, and congsgtya very high range error (in thém
level).

The results presented in this chapter concernidgdnenvironments, correspond to
rooms with external building walls, i.e. walls thfatrm the building outer shape; for more
confined rooms the performances are expected tound more degraded.

Second, two types of urban environments were studsing the LMMCM model: a
downtown and a canyon environment. Again, the mpalti and cross-correlation impacts on
acquisition were studied.

The tests conducted with the LMMCM showed a clearretation between the
maximum excess delays and the satellite elevatioglea the maximum excess delays
decrease with increasing satellite elevation anglesy short delays of the order &0/s

(15m) were found at an elevation angle @° . Such delays though not perturbing for
acquisition purposes for GPI§ C/A, are very difficult to be identified in theqasition; thus
the tracking loops are launched with erroneous ydel&ote however that the resulting

solution may be acceptable for some applicatiors.car correlation was found between
this value and the azimuth angle.

On the other hand, the attenuation of the strongekbes in urban environments
varied between-5dB and -18dB, and did not present a clear correlation withgheellite

position.

In the downtown and the canyon environments, th& IcOuld reach the receiver most
of the time. But could be non available in someesagsducing the acquisition of echo only
signals and cross-correlation problems as well.Wtegn the conditions are bad, depending on
the application, it may be better to provide trecking loops with these initialisation values,
which may be a good first approximation, and ewenld the position determination with a
reflected signal than not being able to determipesition at all.

Notice that compared to multipath peaks, crossetation peaks generally result in
very large error since the corresponding peaks ocayr at random code delays, whereas the
multipaths delays depend on the LOS delay, and Hreyprogressively attenuated with
increasing delays. This is true for indoors ancaarbnvironments.

An obvious common conclusion to all of these residtthat when the LOS signal is
not hardly attenuated or masked, there would natriyeproblem. At this stage, the next step
would be either to analyse the cross-correlationsfand means to detect them and eliminate
them or enhance the receiver sensitivity to wegkas so as to ensure a higher detection
probability. Different solutions already exist tiin@nate cross-correlations and most of them
are patented. Another technique to reduce crosslation effects is to use the AGPS as it is
explained in Chapter IV.
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As for weak signals, they consist in signals Wil N, lower than30dBHz (the

approximate performance limit of a normal receiasrit was found in Chapter II). In fact,
below this limit, cross-correlation problems becopussible (since a gap of 2IB is then
possible between two zero Doppler signals knowirag the maximum possibl€/ N, for a

GPS signal is of 5dBHz approximately). Consequently, availability andwaecy appear to
be problematic for a standalone GPS receiver amareaements must be provided to this
localization technique. HSGP8igh Sensitivity GPsand AGPS Assisted GPfSare yet more
interesting methods also used to enhance the Gfe8/ee performance. These two methods
will be the object of the next chapter.

Beyond these system enhancement techniques, rg@ignal processing methods
must also be used to perform acquisition. Procgssirch signals implies a need for longer
processing times, and thus longer TTFF. Obviousty efficient acquisition algorithm is a
mandatory in this case, in order to lessen complend reduce processing time. This is
particularly true for the acquisition where litdepriori information is available and the search
space is maximal. Such advanced signal processaimpigques will be the object of Chapters
V and VI.
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Résumé du chapitre IV

Les récepteur GPS conventionnel n’étant pas capiblenctionner tout seul dans des
environnements séveres, ce chapitre présente @etriues d’amélioration de ce type de
récepteurs, notamment '’AGPS ou le GPS assis&H8IGPS ou GPS a haute sensibilité.

Par définition, la technique dite HSGPS est toathnique permettant d’augmenter le
gain réaliser lors du traitement du signal GPS sardeeaux supérieurs au niveau standards
pour étre capable de détecter des signaux faiblestacon générale, I'implémentation de
cette technique est basée sur lintégration cohb€rem non-cohérente sur des périodes
supérieures &20ms, pouvant atteindre quelques centainesntke voire méme quelques

secondes dans certains cas. Cependant, a desxikeaignaux aussi faibles, les problemes
d’intercorrélations, de multitrajets et d'autrespdg d’'interférences sont beaucoup plus
significatifs. Les récepteurs conventionnels necededent pas a ces niveaux assez faibles car
ils n’'intégrent pas des techniques de détectiodeetéjection de telles perturbations. Les
récepteurs HSGPS eux sont capables de traiterigiesug tres faibles a I'aide de longues
intégrations et doivent ainsi combiner de tellehbéques de réjection.

Cette technique présente plusieurs problémes, ldomaitement des transitions des bits de
données qui ont lieu toutes 1&Dms et qui résultent en une inversion du signe de la

corrélation dans un contexte de longues corrélatipauvant ainsi résulter en un résultat nul
ou trés faible. En outre, méme si les bits de desnétaient connus au préalable, des
intégrations aussi longues nécessitent une résnloppler beaucoup plus fine. Dans ce cas,
toute erreur fréquentielle résiduelle aprés la camsption en Doppler pourrait causer
'atténuation de la puissance du signal a la sddieorrélateur. Et finalement, les intégrations
assez longues induisent une complexité accrueadypt@ur.

En résumé, la réduction du niveau de bruit a léiesdiu corrélateur pour I'acquisition et la
poursuite de signaux faibles relévent de la maxtioa de l'intervalle d’intégration tout en
minimisant les erreurs fréquentielles résiduell&msi, prédire les transitions des bits de
données et limiter les erreurs résiduelles en &gge pendant la corrélation cohérente sont
nécessaires pour obtenir un gain optimal avanté@timer en non-cohérent. La technique du
AGPS permet de prédire les bits de données avantather le traitement du signal.

En effet TAGPS est reconnue pour étre la techmilguplus promettant en termes de
positionnement, de couverture et de précision gmuvoir remplir les conditions assez
contraignantes des services LBS. Cette techniqueé §tee utilisée indépendamment de la
technique HSGPS, comme elle peut lui étre compléaren
La solution de 'AGPS pour compenser le manquefafmation lors de I'acquisition et pour
améliorer la sensibilité et diminuer la complexde cette étape du traitement du signal GPS,
est de fournir au récepteur GPS une information tel@ps et/ou des données de
positionnement a I'aide d’'un récepteur GPS de e@i@& qui aurait une vision directe avec les
satellites de la constellation. Ces données ditassidtance sont envoyées au récepteur
mobile via le lien cellulaire (GSM par exemple). ltaduction de la complexité de
I'acquisition d’une part diminue le temps nécessaircette étape, le temps étant un parametre
tres important dans la commercialisation de tetglpits. Elle permet d’autre part, de réduire
la consommation en puissance, ce qui est égaletnemtimportant pour des appareils
mobiles.
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Avec ces données d’assistance, le récepteur molaildonc plus besoin de télécharger les
données d’éphémérides ou toutes autres donnéeavigation du message de données du
satellite GPS. Ces données lui sont plutot fowridde lien cellulaire du téléphone mobile en
parallele avec une information de temps et de ijposdpproximatifs fournis par le réseau
cellulaire. La présence des données d’éphémérieesghd au récepteur d'effectuer les
mesures de pseudorange en utilisant des tempggtation plus longs, méme dans le cas de
signaux tres faibles. En d’autres termes, le réwept’est plus obligé d’attendre pendant 30
secondes avant de pouvoir démoduler le messagen@es pour en extraire les éphémeérides
et autres données nécessaires au positionnemesangtnon plus exiger la présence d’'un
signal fort. En outre, le récepteur mobile conraisda liste des satellites en visibilité, il
pourra acquérir plus de satellites que dans lecasral ou il ne pourra détecter la présence de
satellites dont les signaux sont faibles.

Les résultats des tests réalisés avec des récept@GPS et des récepteurs AGPS
permettent enfin de conclure que I'AGPS est unéhrtiepe de positionnement tres
performante, surtout dans un contexte d’acquisiimplus elle peut facilement étre intégrée
avec des techniques de haute sensibilité. Il estér que du point de vue de la poursuite, les
deux techniques s’averent étre a peu prés equieslen
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A conventional GPS receiver is unlikely to operpteperly in environments such as
indoor or urban canyons to meet the LBS requiremehtdeed, The GPS signals are
inherently very weak signals. The received poweradfOS GPS signal is about —160 to
—-155dBW at the output of a right hand circular polarizedeana, on the surface of the
earth. This is a very low power signal, and it isam weaker than the surrounding noise.
Moreover, in serious attenuation/fading environmegrguch as urban canyons or inside
buildings, theC/N, of an incoming GPS signal may be at or even latvan the level of

20dBHz, which is below the tracking threshold of a camvonal GPS receiver and thus sure
below the acquisition threshold. In these situajan enhanced GPS receiver is needed.
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HSGPS and AGPS techniques have been developedhman conventional GPS
receiver acquisition and tracking. This chapteregia brief description of these two methods
which may be complementary, and provides a compaes their performances.

V.1 HSGPS

High Sensitivity GPS is any technique that increa&PS signal processing gain
beyond standard levels to receive and measure gigakls Watson, 200p Such techniques
enable GPS signal measurements in some environmérgi® previously not possible, like
indoors, under dense foliage or in urban canyons.

With this ability, HSGPS offers higher availabilignd wider applicability compared
to conventional GPS. HSGPS receiver manufactureraiening for tracking sensitivity levels
where the received power is in the range of -@B2Vto -188dBW, i.e. =14 to 20dBHz

assuming a noise density ratio bf, = 202dBHz™" [Ray, 2002 This allows the receiver to

work at attenuations of 27 to 3B with respect to the average typical received poefer
-155dBW.

Nevertheless, HSGPS is associated with received S8f#@l levels which come close
to disturbing signal level, incurring multiple me@sment fault sources ranging in magnitude
up to kilometres in some casdsaghapelle et al.,, 20Q3These are due to multipath errors,
measurement noise associated with the low-powehefremaining signals, echo-only and
cross-correlation signal tracking. These large irmpgrrors are then weighted by the poor
geometry. Consequently, special measurement pliagess required to obtain a reliable
solution with HSGPS positioning. The receiver otitpwst include an accurate estimate of
the errors Collin et al., 2003

The next section is dedicated to the descriptiontref HSPGS theory, with a
performance test using the BT338 HSGPS receivevialg, for illustration purposes.

IV.1.1 Theory of HSGPS

The theory of HSGPS lies in the improved abilitypimmocess weak GPS signals. In
general, HSGPS implementations rely on coherentnamdcoherent integration over periods
longer than 2Gms More precisely, the prime characteristics foroadsignal processing are
coherent signal integration and non-coherent sigalumulation over periods of several
hundred milliseconds up to several seconds. Noteetier that at such low signal power
levels the problems of cross-correlations, multipatind other interferences are much more
relevant. In conventional receivers, low power aigrwere not processed because they do not
integrate techniques for detecting and rejectirahquerturbations. HSGPS receivers are able
to process weak signals through long integrati®us,they must combine such rejection
techniques.

The total gain using coherent and non-coherentraatations is (equation 11-20):
G, =10log(B[T,) +10logM - L(M)
This equation shows that longer dwell times allaw Weaker signal acquisition. Longer
coherent integration is of particular interest $ansitivity issues, since the higher it is, the
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lower is the noise floor at the output of the clat@. Furthermore, it does not introduce
additional losses, as the squaring losses intratlipgethe non-coherent integration (due to
squaring the noise component). Yet, increasingctteerent time is limited by the data bits
transitions which occur everg0Oms, residual frequency errors (caused by satatitdion,

receiver clock instability, and user motion), aedaiver complexity. Each of these issues is
discussed hereafter:

- The navigation bit transition can change the siggthe corresponding correlation result,
which may reduce the overall correlation peak ai#diafter coherent correlation. This
20 msduration of the data bits limits coherent integmatof the GPS signal unless the
navigation bits are known a-priori. AccordinglyethlISGPS receiver first acquires and
tracks the signal with low coherent integrationadions, then demodulates the message
received to extract the ephemeris, HOMAKNd Over Worl§l and other needed data to
compute a position, but also to estimate the digattansitions such that long coherent
integrations become possible. But using low colteirgegration times does not allow
for the acquisition of very weak signals, as it banseen in figure II-15. As a result, the
HSGPS cannot perform long coherent integrationnguaicquisition, since the data bits
are not yet estimated, unless four or more straggats were already acquired and
tracked Karunanayake, 20Q5Hence, in some environments where the signatltev
are very weak, the receivers may never be ablewmbbad this data reliably. Instead,
the receiver must be initialized at first, by acgqg and tracking at least four signals in
a strong signal environment so as to enable trgdkimrban and indoor environments.
Furthermore, waiting for the ephemeris and timerimiation in the data message to be
demodulated induces a minimum TTFF of at le@&ts, since the latters are
broadcasted once eveB80s (see appendix A for more details on the datasages
structure). In real world conditions of urban camycand dense foliage, where the
receiver is usually moving, it can often take upseveral minutes to obtain all the
ephemeris data the receiver needs to perform Italesions and obtain a fix. This
results in a long period with a great deal of laratuncertainty before navigation can
begin.

- Yet, even if the data bits were known, it is difficto increase the coherent integration
beyond a few tens of milliseconds. It is mainly &exe longer coherent integration
requires finer resolution in Doppler frequency shaprocess. This results in a high
frequency selectivity due to a narrower main lob¢he sin, component of the signal

correlation function as expressed in equation IR8call that the frequency bins used

for Doppler removal have a width ez#fll_— with T, the coherent duration. This level of
p
Doppler frequency search resolution is used to mmize the loss from the insufficient
frequency search resolution. Any residual frequeaypr after Doppler removal can
cause the useful signal component power at thesledor output to decrease such that
there is no point in further integration. The loeadcillator is a major source of
frequency drift errors for extended integrationations. An oscillator drift of 0.ppm
(part per million for example, results in a frequency drift of 78/Hz per second.

- Finally, long coherent integrations require higlceiger complexity. The increase in
computation complexity with the coherent duratistwofold: long coherent integration
implies a larger number of data blocks to be preegsat once (thus more complexity
and possibly more memory requirements also), andllemfrequency bins as well
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(Afpop =1/2T ), rendering more frequency bins to be tested fmealefined frequency

range.

Massive correlators and signal frequency predicéisntechniques used amongst others

to decrease the acquisition time:

0 Massive correlator technique: Several thousandsanany as several hundreds of
thousands correlators are used in parallel (200i0G8e Sirf STAR 1l chipset).
Thus, the GPS receiver can search multiple binth@atsame time to decrease
acquisition time.

o Signal frequency prediction technique: the freqyersearch region can be
dramatically narrowed down if the frequency drifincbe roughly estimated.
Indeed, the Doppler frequency caused by the GRSlisatvelocity can be easily
predicted; the receiver clock induced Doppler cam dstimated via aiding
information; and the user motion component can tedipted in low dynamic
situations.

Other software techniqgues may also be used to gpee¢lde acquisition process. These

will be the object of Chapters V and VI.

The non-coherent integration period, can be muociydr compared to the coherent
integration. Recall that the non-coherent integratis the sum of the squared coherent
correlation outputs. With this method, navigatiats lbecome irrelevant, since non-coherent
integration is not sensitive to data bit edgesadidition, some residual frequency errors
during non-coherent accumulation that are withie ttarrier tracking bandwidth of the
receiver can be tolerated. However, squaring of dig@al in non-coherent accumulation
results in squaring loss, introduced in equatie@9l Van Diggelen 20014 shows that the
squaring loss is significant if the post cohereatrelation SNR is low. Thus, maximal
coherent integration prior to non-coherent intagraresults in less squaring loss, which is
capital for beneficial non-coherent accumulation.

In summary, reducing the noise level at the cotoelautput for the acquisition and
tracking of weak signals is a matter of maximizihg coherent integration interval while
minimizing residual frequency errors (through tree wof more stable local oscillators for
example). Predicting the data bit transitions anatihg residual frequency errors during
coherent correlation is necessary to obtain optiga#h prior to non-coherent accumulation.
As it will be discussed later, the AGPS provides #hbility to predict the data bits prior to
signal processing. The performance of different RSGeceivers will be the object of the
next section, to bring additional illustrations @BGPS performance.

IV.1.2 HSGPS test results

An HS receiver performance test was conductedeaEtHAC. The receiver used is a
bluetooth enabled BT338 with a Sirf Star Il chipskown in figure IV-1. The receiver was
used in unaided mode (HSGPS mode). It outputs raasorements which are recorded for
subsequent analysis.
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Fig IV-1 : The BT338 receiver

Since no aiding data information is available edtfithe receiver failed to acquire signals in
weak signal environments. Hence, it was first afigied for about 10 to 15 minutes through
LOS acquisition and tracking before starting th& teed. The user was moving through the
ENAC campus at low speed (pedestrian). The tgsictay is illustrated in figure IV-2.

Fig IV-2 : Test trajectory through the ENAC campus
This trajectory includes many paths in indoors goihg under trees.

The instantaneous estimated trajectory is plottefigure 1V-3 below, with the colors

corresponding to the number of satellites usediopute the position (light colours imply no
or few satellites tracked):
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Estimated trajectory (color=number of satellites used)

1400 1600 1800 2000 2200 2400

Fig IV-3 : Number of satellites tracked through outthe test

It is obvious in this figure that in covered ar€igesl circles) the satellites availability is much
reduced, resulting in very large positioning errorsome cases: a position error of about a
few hundreds of meters for example can be obsegywatbw circle on the figure) at around
650 seconds from the beginning of the test. Butrélaeiver could in some cases still provide

a solution.

The number of satellites tracked as long as thatisal type (no solution, 1D fix, 2D
fix, or 3D fix) and the estimated satellites sigdIN, are depicted in figure IV-4.
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Fig IV-4 : Satellites power in dBHz

The minimum estimate€/N, that could be tracked is lower thandBHZ But it seems that
there was an error on this estimatetN, value. A high correlation can be observed between

the fix mode and the number of satellites trackasd,could be expected. This figure also
highlights the direct correlation between the disgsl signal C/N, ratio and the type of

environment (indoors or outdoors). According to tesults on theC/N, at around 100, 400,
650 and 900 seconds, an attenuation of more thatiB2€ompared to theC/N, in open
environment can be noticed.

Amongst others, Collins et akQ03, and MacGougan et al2Q02 2003 also
conducted many tests to evaluate the performandéS&PS in constrained environments.
They also used Sirf HS receivers and studied theiformances compared to those of a
Novatel OEM4 receiver, in different environmenterefsts, urban canyons, and residential
garage areas. These test results are reminded me#t three sections.

IVV.1.2.3 Forests areas

The results showed an enhanced availability (alni@€e6 ) of the HS receiver in
forest areas compared to the OEM4, with an aveodd® satellites tracked. Collins et al.
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[2003 found a position average error @0 m approximately, whereas MacGougan et al.

[2003 evidenced errors of thiem level!

A kinematic test conducted by MacGougan clearlywsdt one of the distinct
advantages of the HS approach compared to the obomal one: the HS receiver had nearly
continuous tracking while the conventional one edgpeed fast intermittent signal blockages
because the latter had to reacquire the signats @iihd thus the measurement availability is
low (for the OEM4) (30%). By measurement availdpjliwe refer to the percentage of
successful trials, i.e. trials which could proval@osition. It is over 90% for the HS receiver.
Last, note that MacGougan used a Spirent STR-6988 &mulator to evaluate the HSGPS
tracking threshold compared to that of the OEM4] ke found that the HSGPS could still
track down to18dBHz and possibly lower (since this is the limit b&étSpirent), while the

conventional receivers would stay 22 dBHz as a tracking threshold. We could not conduct
tests in forested areas due to lack of time.

IV.1.2.4 Urban areas

For the urban environments, HSGPS was still traglgignals almost continuously,
even though the average received signal power |evaet lower than in a forested
environment. The HSGPS receiver provided more measents than the conventional
receivers. However, in the tests conducted by @®lét al. 2003 the average number of
satellites tracked by the HSGPS was 7.5 versubdthe OEM4; whereas, MacGougan et al.
[2003 rendered 4 to 5 satellites tracked by the HSGBSus 2 to 3 for the OEM4. Once
again, this could be explained by the constellageometry at that time. This difference in
the number of satellites tracked was echoed bywaticaracy results, where the errors were of
the order ofLOOm and38%m (as a maximum error) respectively! In the urbanironment
case, our results were closer to those obtaine€dliins, where the average number of
satellites tracked is approximately 7 satellites.al kinematic test, MacGougan evidenced
once again an enhanced availability of the HS wereand less variation in the number of
satellites tracked indicating less frequent losssigihal lock. But in this case also, the
conventional receiver solution indicated more aataipositioning.

IV.1.2.5 Light indoors

The biggest difference in availability of HSGPSudmin versus conventional GPS was
found in the light indoors tests, where only HSG#£& providing position solutions without
frequent loss of signal tracking. Collins et &003 and MacGougan et al2p03 placed the
receiver in a residential garage for these tesifiinS found that the mean number of satellites
tracked by the HSGPS receivers was 7.4 versus9ssttellites for MacGougan. The OEM4
could not provide solutions in the tests condudtedollins, but could track an average of 2
satellites in the tests conducted by MacGougan.pdsgion error was of 20 m level in the
two cases. This is a relatively low error indicgtithat short delay multipath is the primary
error sources in this environment. In additionttesratio of strong to weak signals was never
very high, no cross-correlation errors was refleédte the position domain which results in
that no very large position errors occurred. In case however, very large errors (in the order
of a few hundreds of meters) were experienced wema areas (figure V-3, red circles).
This is because these areas had large windowedacke which may have led to cross-
correlation large errors.
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For all these tests, the signal fading with respeaipen sky conditions was between
25 and 3@B.

In terms of acquisition, Karunanayak&0p3 conducted tests on HSGPS acquisition
performance using a Sirf XTrac receiver and a $piBITR6560 signal generator. A first test
where all the satellites are at the same powerl,l@isclosed an acquisition threshold of

-140dBm, that is approximately32dBHz (a noise power density of 202dBHZzZ*
approximately is assumed). With one of the sagsllat—130dBm (= 42dBHz), the HSGPS

receiver acquisition threshold did not change. B OEM4 conventional receiver, the
acquisition threshold was found at ab@®dBHz, in a similar test realised using the Spirent

STR4500 signal generator (see chapter Il, paragtkpk?). In this acquisition test, the
SirfXTrac HSGPS receiver used had better acquisifperformances than the OEM4
conventional receiver. As explained before, the RSGmainly enhances tracking, not
acquisition, unless a prior initialization is cadiout for that receiver. But the SirfXTrace is
an HSGPS receiver that is improved in terms of stiipn and tracking sensitivity.

IV.1.3 Conclusion on HSGPS

The use of HSGPS receivers results in higher &vilifla of observations in
constrained environments. Position fixes were olethimore frequently with the HS receivers
than the conventional receivers tested under feliagd in urban canyons. In the indoor
environment tested, the conventional receiversccaot operate while the HS unit could still
provide positions. However, a degraded level ofitmmsng accuracy performance was
observed when comparison was possible between $heekkiver and OEM4 receivers. In
fact, the conventional receiver was not able tovigl® as many measurements as the HS
receiver, but when it does, the associated ermersosver. This is due to increased influence
of multipath signals as more signals at lower dgiewna were tracked, errors due to echo-only
signal tracking, and in some cases very large ®ae to tracking of false correlation peaks
caused by signal cross-correlation. In short, apgibns that will use HSGPS must balance
solution availability with positioning accuracy esk fault detection and exclusion is
integrated to ensure reliable navigation. It isemairthy that by enhancing the solution
availability, the HSGPS allows for avoiding repebsggnal loss and reacquisition.

The tracking threshold of the High Sensitivity neees was tested by Karunanayake
[2009 using a GPS hardware simulator and found to bé&4ato 15dB lower than the
conventional mode GPS receivers tested in the eoafsthis thesis (321BH2: that is
approximately 18IBHz The acquisition threshold of the HSGPS SirfXTraceiver, which is
improved in terms of acquisition and tracking sewisy, was also found by Karunanayake
[2009 at 32dBHz approximately rendering that the HSGPS by itseliot robust enough to
be used in degraded signal environments.

V.2 Assisted GPS

AGPS is recognized as the most promising positopriechnology, in terms of
accuracy and coverage, for fulfilling the stringeatiuirements of the positioning accuracy
needs for various LBSBjacs et al., 200R

Besides emergency services, numerous geolocatsedlagpplications are envisioned.
Among them are network optimisation, where spatiogoral wireless traffic distribution is
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to be used in planning, design, and operation oélegs networks; information services,
which are to provide mobile users with directioaggas stations, restaurants, hotels and the
like, tracking of personnel, vehicles, and assetsanaging company operations, and location
sensitive billing of mobile users, to enable morecfse rate structure for wireless service
providers. People who work in dangerous jobs (saglsecurity guards), those who work
alone (such as field engineers) and those who @renonly in need of assistance (such as
nurses and health care workers) are also a targeétemfor AGPS techniquedDjuknic,
2001.

Nonetheless, it is not only the performance thampotes AGPS as the backbone of
cellular positioning, but also the recent advanndsategrated circuit technology, which have
made it possible to produce highly sophisticateds @Eteivers in volumes cheap enough for
mass usage, and also small enough to be integrdtedellular phones. The small size also
comes with low power consumption, and results imarmossibilities for the integration of a
GPS receiver into ever-smaller cellular phones.

As already stated, standalone GPS cannot work gyopéhen no direct LOS is
available. It is worth noting that cellular netwsrlbased positioning techniques are not
efficient neither when they are used alone; callbksed solutions like the Cell ID, the AOA
(Angle Of Arriva) techniques and others (refer to appendix D forendetails), have their
own advantages and drawbacks. Their main advamsate ability to provide a position in
all conditions; this is a characteristic of cellukignals. Meanwhile, their accuracy is far
below that of the GPS. It depends on the size efttAnsmitting BTS Base Transmission
Statior). In the case of rural areas for example, wher&®8are very scarce, the position
estimation error is of the order of & In addition, some techniques need hardware and
software upgrades of the BTS and the M®lfile Statio. On the other hand, even in urban
areas, cellular networks have a lack in synchraimmzawhich degrades the positioning
performance. The AGPS is a hybrid positioning tégphe, where the cellular network
provides AD Assistance Dafathat is used to aid the GPS system for positgmuarposes.
This is the general principle of the AGPS technigurethis thesis, the AGPS reference
position is supposed to be provided using the etlellular positioning.

The AGPS solution to compensate for the missingrinktion and to improve
acquisition sensitivity and complexity, is to prdgithe GPS receiver with accurate time
and/or location data from a reference GPS recdha&tr has a clear path to satellites via a
cellular link. Reducing the acquisition complexippsitively affects the receiver's power
consumption. Hence, power savings are the immed@mtsequences of assisted acquisition,
because the receiver knows exactly which signalsedk for, and where to look for them in
time and frequency domains. No extra time, i.eexiwa power, has to be spent on searching
for non-visible satellites. This is a decisive tactfor the AGPS operation, since the
introduction of the GPS receiver within a mobileoph, makes it subject to the same
constraints of bulk and overall consumption.

The next two sections are dedicated first, to thecdption of the APGS theory and
then, to the illustration of AGPS performance watime test results.
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IvV.2.1 Theory of AGPS

Unlike the normal GPS receiver, the AGPS receiveesdnot have to extract the
ephemeris or any other navigation data from the G&é&llite data message. This is instead
provided over the phone’s communication channehfeonetwork-based resource, along with
an approximate time and position. This has two miagmefits: first, the phone’s receiver can
make a faster signal acquisition as it already ldhe satellites in-view. Thus it only
searches for the visible satellites. Second, theiver can make pseudorange measurements,
using longer integration interval, even when thailable C/N, ratio is very low, thus

preventing from being constrained to accurately oldutate the ephemeris data from the
navigation message, since the receiver alreadythigglata. In other words the receiver is
able to provide a solution without having to wald 8econds before demodulating the
ephemeris data since it already has it, and witheguiring the presence of a strong signal to
be able to accurately demodulate this data. Sihde not necessary to demodulate the
ephemeris data, the AGPS- capable mobile handsefocais on acquisition and position
computation earlier (without having to wait forlaast 30 seconds), which leads to a much
lower TTFF. Another benefit of the AGPS is that ttexeiver can acquire much more
satellites when it has the list of satellites iawi Indeed, some of the satellites being weaker
than others (<3dBHzfor exampleWwould not be visible to the receiver in conventioorain
HSGPS modes (without Assistance Data).

Delivering aiding data from the network requiresserver with a reference GPS
receiver that has clear LOS views of available |s@® It is assumed that the rover/user
receiver is within 10km of the reference station and therefore, both vecgihave roughly
the same visible satellite&frin et al, 1999 From this information, an AGPS receiver (i.e. a
mobile cellular phone user) can know the satellitesview, and get the corresponding
ephemeris and clock data.

The general functioning process of the AGPS isiilted in figure IV-5.
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Fig IV-5 : General AGPS functioning process
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In the AGPS system, the functions normally perfairbg a standalone GPS receiver,
namely determining the code phase, demodulatingdkeyation message, calculating the PR
(Pseudo Rangemeasurements and computing the user’s positierdetributed among the
GPS enabled MS and the AGPS server. This distidbapgproach leads to high performance
levels.

The server collects satellite almanac, ephemepistoximate user position (which is
defined by the initial reference position and gsaciated uncertainty) and timing assistance
data from the reference receiver, computes thetasse information and sends it to the MS.
The receiver uses this information to speed u@dugiisition process.

AGPS methods can be divided into two categoriegendéing on where the user GPS
position calculation is performed. If the positi@encalculated at the user MS, the method is
called MS-based GPS. Alternatively, if the netwogtculates the position, it is called MS-
assisted GPS. The use of one of these methodsdakeparthe application type.

The received GPS signals are shifted in frequemmyppler frequency shift). The
receiver must find the approximate frequency ofréeeived signal carrier before it can lock
onto its phase. Knowledge of the satellite positeom velocity data and the approximate
receiver position (with an accuracy that dependsttan cellular network based location
technique used, Cell ID in our case) reduces thguigncy range to be searched because the
receiver can better predict the Doppler frequenuift snstead of searching over a large
possible frequency range. Reducing the numberegfuincy bins to be searched reduces the
TTFF, and thus the power consumption. For appboatiwhere weak signals must be
acquired, this allows the receiver to dwell in edahfor longer periods of time for example.
But increasing the coherent integration resultsnvaller Doppler bins, and thus more Doppler
bins to be explored within the considered Doppéerge. This additional dwell time increases
the sensitivity of the receiver, so that it can ssgnal strengths below the conventional
thresholds. But increasing the coherent integratesults in smaller Doppler bins, and thus
more Doppler bins to be explored within the consdeDoppler range. Therefore, a
compromise must be set between the TTFF and tleévexcsensitivity that are needed. Figure
IV-6 illustrates the reduction in AGPS search space
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Fig IV-6 : Reduction in the search space using thAGPS Assistance Data
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The sensitivity can be enhanced if the AGPS setearmunicates to the handset the
time information with an accuracy of several mig@snds. This is relatively straightforward
in synchronous CDMA systems, because base staindsmobiles are in synchronization
with the GPS time. However, this is not the casdlie GSM and UMTS networks, and time
transfer uncertainty is of about a few seconds, tueainpredictable delays in network
signalling layers. Thus novel approaches are reduito satisfy this stringent timing
requirement.

At present, the AGPS is being standardized foaialinterfaces. The Assistance Data
standardized at 3GPP level is described in the T0844standard for GSM and replicated in
TS23.371 for UMTS3JGPP, 2008 It is summarized in table IV-1 below.

Assistance data type Comments
Pre location of the mobile generally deduced fraifutar information. It is a pre-
location for the receiver to initiate its compubati
Reference time relative to the GPS time. It is idest to pre-synchronise the
receiver to make easier the acquisition

Reference location

Reference time

Navigation model Visible satellites ephemeris and clock corrections
lonosphere corrections | Klobuchar model broadcast by the GPS signal inespac
Differential correction Standard differential corrections

Real time integrity List of bad satellites

Almanacs Almanacs of the GPS constellation

UTC model UTC model broadcast by the Signal in space

List of assistance to improve the acquisition intipalar in MS-Assisted. Indeed
in MS-Assisted, the mobile does not compute its dwaation. In this case, the
processing of the mobile is limited to the acgigsitand the pseudorange
measurement. In this case, it has no need to getepthemeris and variols
correction. This packet of assistance data contaifys
- the list of satellite in view from the user poirftwiew (deduced
from the cell location of the user)
- the Doppler of the satellites, so that the mobim directly
search the PRN in an appropriate frequency slot
- a code phase search window for all the satelliteghsit the
Acquisition assistance mobile can directly scan the signal over a spedifite span
instead of scanning an entire 1ms.
The mobile phone can then acquire the signal, nmeabie code delays of the
signals and send them back to the server to contipetecation.
The server then
- deduces the pseudoranges from the code delay$GRISetime
and the cell location of the users
- applies corrections (sat. Clock, ionnosphere, tphpere
differential etc...)
- computes the accurate position of the mobile

Tab IV-1: List of AGPS Assistance Data
Sending this data to the receiver can be achiesed)wne of the following two methods:

- Control plane implementation: this implementation uses the signalling layers of
the communication network to convey the AD to thebite phone and to retrieve
position information from the telephone. The praofocs standardised in the
TS44.031 (RRLP) for GSM and the TS23.371 (RRC)UMITS. The advantage of
the control plane implementation is precisely thatises the low layers of the
communications which means that AD can be convegetie users even if they
have no SIMM cards. Any E112 (emergency call) slol supported by the
operator even if the user has not subscribed. Séncergency calls have to be
located, AD shall be conveyed to the user evereihls not subscribed. This is
possible in the Control Plane implementation. Thieeo advantage is that the
operator is completely master of the process aed ttan vouch for the service.
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The main drawback is that the signalling layersehawery low data rate, which
leads to problems when many users want to locate.

- Secure User plane Implementationthis implementation uses the high level layers
of the communication network, i.e. the applicatiagers. This is dealt with by the
OMA standardisation group. Nevertheless the prdtased for assistance data
transmission is the protocol defined at 3GPP I®RRLP for 2nd generation
cellular networks, RRC for 3rd generation celluteatworks). The data are then
exchanged through IP. The advantage of such a®olistthat the applicative layer
has a much higher data rate. Nevertheless, thecaseaccess to this layer only if it
has subscribed, which raises an issue when itestoun to deal with emergency
calls. On the other hand, the standardisation isf photocol appears to be quite
long for the simple reason which is that if it tarsdardised, then operators could
possibly loose control on this location business.

IvV.2.2 AGPS test results

An AGPS test has been conducted in urban, lightoandand deep indoor
environments using an Alcatel demonstrator designelde used in cellular phones, Smart
Phones or PDAs. It is an A-GNSS software receiVee AD is delivered to the receiver from
an AD sever through a modem. This receiver alloarstiie acquisition of satellites with
power levels lower than can acquire a conventiosaekiver. The results are compared to
those obtained with a mono frequency Haicom HI-2@d4&ventional receiver. This receiver
is also destined to be connected to PDAs or pgxoltides data in the NMEA format. It is
not supposed to have desirable performances unekdt signal conditions. The two receivers
used are shown in figures IV-7 and IV-8.

Fig IV-8 : Alcatel AGPS solution
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The graphical interfaces for each of the two reses\are depicted in figures IV- 9 and
IV-10.

M Form1

Channel Assignment

| e | e e e
C/No (o] I (557 () (5 A A ) ) )

HSAT 3 22 14 28

Longitude [*] 1.38726 E
Latitude [7] 43.54419 N
Altitude [m] 184.60

UTC Time 14h13min59s

Used Satellites 4

COM1 =] 71

;EGPGGA,T 41363001 4332 BS16.M 001232354 F 1.04.02.1.00184 6 M 486 M
B2

$GPGS4,4,303,22,14, 28, 06,2, 021 05,804
12 SGPGSY 210703 46140 42 11 45 281,22 31 048 35,14.253.100, 3170

Fig IV-9 : Graphical interface of the Haicom receier
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Fig IV-10 : Graphical interface of the Alcatel AGPSreceiver
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The Alcatel solution used here is the first versadnthis demonstrator. New more
robust versions are now available.

For both receivers raw measurements are recordedsubsequent analysis. The

following assumptions are made for the AGPS receive

- GSM time transfer uncertainty af2 s (new synchronisation methods exist
which allow for much lower uncertainty on time skinagnisation)

- Position uncertainty depending on the concernedsiz

- Static receiver (optimistic assumption, but a gbsd approximation)

- Doppler range oft 2kHz (The satellite motion induced Doppler is easily
predicted using the AD, the only Doppler compondimés has to be searched
for corresponds to the receiver clock frequencyt @gmd the user motion
induced Doppler. In this case it is null)

The experiments outputs are:

- The number of satellites used for position compomatand the availability
percentage

- The position 2D and 3D errors

- The mean receive@/ N, levels

The receivers were compared in either acquisitiotracking modes. The difference
between the two modes is that for the acquisitesist the receivers are set to a cold start
mode. In cold start mode, the receiver has no adgu aiding information available,
meaning it has no information about the currenefithe orbits of the satellites or its current
position; therefore, it has to perform a full séarelowever, for tracking, the receivers are
initialised, that is they were first switched onanstrong signal environment and kept for a
while in order to be sure that the ephemeris datainpletely demodulated.

Only a 3D position fix was reported in the resulitsother words, the cases where the number
of satellites tracked is lower than 4 are not regggbrA comparative table is presented at the
end of this section, which summarizes all the teswlith an analysis following.

I\V.2.2.6 Light indoors results

This test was conducted in one of Alcatel officitsaged at the ¥ and last floor of a
two floors building with large windows. The offigg shown in figure IV-11.

Fig IV-11: Alcatel office in deep indoors
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In tracking mode, the receivers showed a 100% aisitly. Only the results of the
acquisition mode in terms of number of satellitequared, 2D and 3D position errors, and
C/N, ratios, are reported here.

Light indoors, Acquisition, Availability 87%
12 T T

Bl b of satellites in view
Il b of satellites acquired

10

Iurnber of satellites

0 5 10 15 20 25
Murnber of the fix

Fig IV-12 : Number of satellites acquired with Alcael demonstrator and availability percentage

Light indoors, Acquisition, Availability 87%
12 T T T

Bl b of satellites in view
Il b of satellites acquired

Murmber of satellites

|
0 10 20 30 40 a0 B0
Mumber of the fix

Fig IV-13 : Number of satellites acquired with theHaicom receiver and availability percentage

As illustrated in the figures 1IV-12 and IV-13 abowviéhe two receivers had the same
availability percentage in this test. But the numbe satellites acquired compared to the
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number of satellites in view is much higher for &@PS Alcatel solution than to the Haicom
receiver.

- _
O Reference position
a dispersion

Fig IV-15 : Haicom 2D position error

As for the 2D position error, the Alcatel demonstrgperformance (figures IV-14) is better
than that of the Haicom (figures IV-15) in termsneéximum error (sigma of 3818 for the
Alcatel solution versus 69.m for the Haicom), but not in terms of mean errab (1 for the
Alcatel solution versus 5t for the Haicom).
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30 location errars. Bias =547 m, Sigma=79.3 m
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Fig IV-16 : Alcatel demonstrator 3D error

30 location errars. Bias = 37.1 m, Sigma = 104.8 m
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Fig IV-17 : Haicom 3D position error

The result of the 3D position error echoes thahef2D error position: the Haicom provided
better mean error value, but worse sigma errorevals illustrated in figures IV- 16 and V-17.
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Average satellite signal C/No
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Fig IV-18 : Alcatel demonstrator average satellitesignal C/N,
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Fig IV-19 : Haicom average satellite signaC/N,
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Figures IV-18 and IV-19 above illustrate the averagtellite signaC/N, . It is higher for the

Haicom. However the number of satellites acquiregl gher using the Alcatel AGPS
receiver.
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I\V.2.2.7 Deep indoor environments

The experiments were conducted in an Alcatel Spé#a=e, on the ground floor of a 2
stores building this time. The receiver was plaiceithe middle of the office, at 1.5m from the
window. None of the receivers could provide a sotutwith a cold start: acquisition could
not be realized. This is why only the tracking testreported. For the tracking test, the
acquisition was first realised in an open spacéthkbugh this test, the Haicom receiver was
not available neither.

The results obtained with the Alcatel demonstraterillustrated next.

Deep indoors, Tracking, Availability 30%

9 T W | . | |
Bl b of satellites in view

gL Il b of satellites acquired ||
}' -

Lir]

£

T

T

Lir]

b=

T

L]

£

=

=

7 11 2324 2B
Mumber of the fix

Fig IV-20 : Number of satellites tracked by the Alatel demonstrator and availability percentage

As it could be expected, the availability in suctvieonment is lower than for light indoor
environments, but the receiver could still provédsolution (see figure IV-20 above).
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2D locations. Bias = 31.1 m, Sigma =33.1 m
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Fig IV-21 : Alcatel demonstrator 2D position error

30 location errors. Bias = 58.7 m, Sigma =623 m
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Fig IV-22 : Alcatel demonstrator 3D position error
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The resulting 2D and 3D errors are illustratedigufes IV-21 and IV-22 above; they are
significant in this case: 31.1 and 58.7 metersaeisgely versus 7.5 and 54 meters. Last, the
following figure illustrates the average satelltgnal C/N, observed.
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Average satellite signal C/No
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Fig IV-23 : Alcatel demonstrator average satellitesignal C/N,

Other test experiments were conducted in the offide. The results, summarized in
table IV-2, were better, meaning that the GPS alidity and performance greatly depend on
the epoch the tests were conducted. This is ma&rpfained by the fact that for the two
experiments the corresponding satellites consi@tiatwere not the same.

Number of - Mean 2D position | 2D error standard| Mean 3D 3D error standard
3 Availability e L
fixes error deviation error deviation
16 81 % 28n 31lm 48m 48m

Tab IV-2 : Results obtained with another test serig for this type of environments

IV.2.2.8 Urban environments
The tests were conducted in Toulouse downtown, wahrow streets. They were
repeated in two different locations at differemiéss, with an acquisition test in the first street

and a tracking test in the other street (becausesdioond street is more constrained than the
first one).

Croix Baragnon street results (acquisition performee)

The Haicom standard receiver could not deliverlat®m in this street.
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Fig IV-24 : Croix baragnon street in the West and lhe East directions

Urban, Acquisitiong, Availability 85%

N W N W ]
- Mb of satelhtes in view
- Mb of satellites acouired

0 2 4 5 8 10 12 18
Mumber of the fix

Fig IV-25 : Alcatel demonstrator number of satellies and availability percentage

Murmber of satellites

The availability of the AGPS receiver in this stréf@ure 1V-25) is close to its availability in
light indoors (figure 1V-20).
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Fig IV-26 : Alcatel demonstrator 2D error
30 location errors. Bias = 8.4 m, Sigma =262 m
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Fig IV-27 : Alcatel demonstrator 3D error

The 2D and 3D errors illustrated in figures IV-2@&ldV-27 are also close to those obtained in

light indoors environments. The same goes for therame satellites power as depicted in
figure IV-28 next.
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Average satellite signal C/No
EEI T T T T T T

45 .

35 .

30 .
25 .
20 .
15 .
10 .
5 4

I I I

10 15 20

PR

CiMa (dB.Hz)

25 30 35
Fig IV-28 : Alcatel demonstrator average satellitesignal C/N,
Impasse du canard street results (Tracking mode)

Even in tracking mode, the Haicom standard recemass not available in such urban
streets (figure 1V-29).

A T I —— e
f o §
N 4

Fig IV-29 : Impasse du canard street in the North ad the South directions
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Urban, Tracking, Availability 97%
10 ¥ ¥ .

Bl b of satellites in view
=) Bl b of satellites acquired
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Fig IV-30 : Number of satellites tracked by the Alatel demonstrator and availability percentage

The Alcatel solution provided a quasi 100% percawailability (figure IV-30). But the
average number of satellites tracked is approxipateo 5 satellites. With only 4 satellites
successfully tracked, the receiver is forced tothsse satellites to compute the final solution,
either they have a good geometry or not; in otherd®, there is no redundancy to compute
the solution. Such a situation is very frequenurban or indoor environments, leading to
lower accuracy in the final position.
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Fig IV-31 : Alcatel demonstrator 2D error

The 2D errors characteristics (mean and standavéhttbn) are quite the same as those
obtained in the Croix Baragnon street (figure I\)-Zkhis is not the case for the 3D error as it

satellites geometry available for this test.

can be seen on the following figures 1V-32 and B/-Fhe difference is mainly due to the
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Fig IV-32 : Alcatel demonstrator 3D error
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Fig IV-33 : Alcatel demonstrator average satellitesignal C/N,

The former results are all summarized in the folfmptable.

2D error 3D error Minimum
Availabili-ty OI\S/:E(?Q ggor standard Mgzrarr;r3D standard acquired
P deviation deviation satellite power
Hai- Alcatel Hai- Alcatel Hai- Alcatel Hai- Alcatel Hai- Alcatel Hai- Alcatel
el demonstra- ol demonstra- ol demonstra- el demonstra- ol demonstra- ol demonstra-
tor tor tor tor tor tor
Light 75 38.3 54.7 79.3 338
Indoors |87 %| 87 % . 51m ) 69.7m : 37.1m 71 104.8m H 24 dBHz
m m m m z
(acq)
Urban: 15
Croix dBHz5
Baragn 85 % 4.6m 22.0m 8.4m 26.2m dBHZ=20
on (acq) dBHz
Deep 14
Indoors 87 % 31.Im 39.1m 58.7m 62.3m dBHz+5=
(track) 19dBHz
Urban:
Impasse dB*ﬁ; .
du 97 % 4.7m 23.7m 21.0m 64.8m dBHZ19
canard dBHz
(track)

Tab IV-3 : Summary of AGPS tests in indoor and urba environments

According to this table, in the acquisition modes standalone GPS receiver proved to have
better error standard deviation performances thaset of the AGPS receiver: 83versus 69
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m for the AGPS as standard 2D error deviation,nY®ersus 104m as standard 3D error
deviation. However, the AGPS was better in termmeéan error values. But the availability
of the Haicom receiver is very limited. Indeed, @ding to its technical specifications, its
acquisition threshold is at BHz

In further tests, a Garmin e-trex Venture converalaeceiver was used by Alcatel.
The results showed that it has comparable sergitamd accuracy performance as the
Haicom, but exhibits enhanced availability in lighdoors.

In summary, these results show that the AGPS recemuld acquire signals as low as
19 dBHz compared to a minimum of 3#Hz for the HSGPS. This value for the AGPS

receiver limit C/N, for acquisition are in accordance with the respibvided by

[Karunanayake et al., 20D4He found an acquisition threshold of dBHz approximately if
one of the signals present is strong enough, ferABPS receiver, and 23BHz if all the
satellites have the same received power.

For the tracking mode, the tests conducted herddcoot be conclusive since the
conventional receiver did not provide a 3D solutiorany of the tracking tests. However, a
tracking test conducted byK@runanayake et al., 20p4howed that when the conventional
receiver is available, it delivers better solutiaccuracy, but cannot provide a position for
C/NO ratios lower than 38BHz We conducted a tracking test using an OEM4 catiweal
receiver (the Haicom receiver was not availabl@le®nfirmed this value. The signals used
are generated by a Spirent STR4500 generator. tfdking test was carried with all the
satellites initially at —13@Bm The receiver was first given these constant posetellite
signals for approximately 20 minutes so that wesame that it was able to acquire and track
the signals. Next, the power level of the satellitedecreased kydB every one minute, until

no position fix could be reached anymore. During ttest we saved th€/N, values

computed by the receiver, the number of sateltieasked, and the receiver computed position
in order to assess the height error and the tweedsgional error respectively. The results are
summarized in figure 1V-34. The y axis of the powarel curve represents the relative power
with respect to —13@Bm Its limits are: —13@Bmwhich corresponds to 0, and —1dBm
which corresponds to —12.
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Fig IV-34 : Tracking performance of a standalone reeiver (OEM4)

It can be seen on these figures that at -dB& the receiver begins to loose track of some
satellites consecutively, however a position fixildostill be obtained till —14@Bm that is
approximately 321BHzwith Nj=—202dBHZ". At this level a position could be computed but
not all of the time. And the position errors areyenportant.

As for the AGPS receiver tracking threshold, it wasnd in Karunanayake et al.,
2004 that it could track signals down to BHz This value is congruent with the tracking
threshold found in the course of this thesisdB#2. In the same paper, the HSGPS tracking
threshold was found at 1dBHz also. The test conducted with the HSGS in the saf

thesis yielded tracking thresholds of dBHz but it is thought that th€/N, was not well

estimated. But in generally, the HSGPS and the A&REms tracking thresholds are quite
the same. The main difference between AGPS and 3S& the acquisition performance.
Indeed, the coarse estimates provided by the Aemebeneficial for acquisition, but do not
impact the tracking mode where the receiver haseéhmmore precise GPS time and location.
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IvV.2.3 Conclusion on AGPS

The AGPS is a promising technique which presentsynavantages. It essentially
enhances the acquisition sensitivity of the reaeitheis enabling GPS positioning in difficult
conditions. It also has good accuracy performanmepared to the HSGPS technique.
Moreover, it dramatically decreases the TTFF wihschery important for beneficial real time
commercial applications.

Yet, due to lack of time, the AGPS TTFF was nod&d in the frame of the tests
performed. However this was done by Karunanayak 2004 who found that the TTFF is
considerably lower in the case of AGPS owing toABRe

It can be concluded that the “coarse” estimatewvigedl by the Assistance Data
mainly enhance acquisition not tracking performapeeause when the receiver is in tracking
mode, it has a much more precise GPS time anddocat

In short, AGPS provides greater acquisition sengiti and similar tracking
performance as HSGPS receivers.

V.3 Conclusion

The table below gives a quick view over the advgedaand drawbacks of the three
basic types of wireless satellite based locatichrielogies:
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Advantages Drawbacks
Standalone| - Little or no additional network equipment - New handsets
GPS - Works with all mobiles - No indoor or wurbar
- Privacy not an issue (user controlled) coverage (<32 or even

- Location capability remains in absence| of 38dBHz)
wireless coverage or network assistancé - Considerable increase in

- No air interface traffic overload handset cost and
complexity
- Additional battery
consumption
- Long TTFF

- system upgrades limited by
deployed handset base

HSGPS - Superior availability and coverage - Lower accuracy

(tracking down to 18dBH2, therefore| - Long TTFF

avoids repeated signal loss and- Acquisition threshold of
reacquisition 32dBHz, therefore, not

- Little or no additional network equipment  efficient if the receiver is
- Works with all mobiles launched in an indoadr
- Location capability remains in absence|of environment

wireless coverage or network assistancé - Additional Battery
- No air interface traffic overload consumption

- New handsets
- System upgrades limited
by deployed handset base

AGPS - Superior accuracy, availability and - Network assistancge

coverage (acquisition and tracking down increases signaling load
to 18dBH2 - Interoperability  between

- Short TTFF network and  mobiles

- Maps and databases increase location requires standards,
accuracy if processing in network delaying deployment

- Minimal impact on battery life - New upgraded handsets

- Implementation cost shared by mobiles needed for initia
and the network deployment

- System evolves with network upgrades| - Needs a communicatign

Location data shared between users |andfee
network operator (users can withhold data Positioning service ng
for privacy reasons, and operator ¢an available outside of th
restrict assistance data for privacy reasons, GSM service area

and operator can restrict assistance data to

subscribers of service)
Air-interface  traffic ~ optimized by
distributing data and processing between
network and mobiles

D ~

Tab IV-4 : Comparison between Standalone GPS, HSGP&hd AGPS

According to the previous table, AGPS seems tdhbebest solution, especially in the
frame of this thesis where the focus is broughth@nacquisition stage. Besides, since it uses
the wireless network to supply assistance dataatwl$et GPS receivers, it is an inherent
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solution for hybrid techniques. In addition, AGP&heasily integrate high sensitivity issues.
Indeed, recent developments of AGPS have enabéedgé of long coherent integrations by
providing the navigation message, timing informati@lmanac, and approximate position
through alternate communications channels. Thistasge may improve receiver timing to
lessen the limitations caused by Doppler mismafrrent timing accuracy is sufficient to
increase integration times to hundreds of milliselsy but not yet past 1 second and beyond
[Karunanayake et al., 20D4This means that AGPS and HSGPS are compatiblentdogies
and can be used together to enhance the overd#nsyacquisition and tracking TTFF,
availability and accuracy.

The next chapter describes different advanced saitigun algorithms to be used in
conjunction with the AGPS in order to further enteithe acquisition performances.
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Résumé du chapitre V

Ce chapitre présente plusieurs techniques avamteaaitement du signal. De fagon
générale, I'amélioration des performances de I'sion implique I'amélioration de la
sensibilité du récepteur aux signaux faibles, dassnent via des intégrations longues,
comme c’est le cas pour 'HSGPS. Mais ceci est igdaident réalisé au prix d’'un temps de
calcul beaucoup plus long et dans certains casedfugcision réduite. Ainsi, améliorer la
sensibilité du récepteur et le temps de calcul simix objectifs opposés. Le meilleur
compromis serait de réduire le temps de calcul pouroir acquérir pendant longtemps afin
de détecter des signaux faibles, sans pour autgmenter le temps global observé dans les
méthodes conventionnelles.

Les algorithmes décrits dans ce chapitre viseribstua diminuer le temps de calcul,
tout en garantissant une perte nulle ou minimales @lgorithmes sont comparés a
I'algorithme d’acquisition de base, utilisant laT-pour réaliser la corrélation.

Le premier algorithme permet de réaliser l'intéigira cohérente en sommant apres le
couple d’opération FFT-IFFT, donc en d’autres tesrae sommant apres la corrélation. Cette
méthode permet de réaliser des intégrations pluguks sans augmenter la taille du signal
utiliser pour réaliser la FFT ; ce qui tres avaetagvu que la FFT est une opération tres
couteuse en temps, et sa complexité augmente méairement avec la taille du bloc de
données traité. Ainsi, seuls des bloc4drds sont utilisés, et l'intégration cohérente est

réalisée en sommant ces blocs.

Le deuxieme algorithme permet d’accomplir I'int&#pn cohérente en sommant avant
la corrélation. Ainsi, I'intégration cohérente aui avant de convertir le signal dans le
domaine fréquentiel. La sommation a lieu cependgmés la compensation Doppler. En
d'autres termesT, ms de signal sont sommes ensemble aprés compengzdiopler, puis

convertis dans le domaine fréquentiel pour étreét®mavec le code a l'aide de la FFT.

Cette méthode permet de réduire le temps de calegendant théoriquement, elle pourrait

engendrer des pertes liées au Doppler du code’gsti pas compensé correctement, car une
seulems de code est utilisée pour plusieuns de signal. Pour une intégration cohérente sur
2 ms cette erreur est de I'ordre d¥6dB , ce qui est négligeable dans ce cas.

Le principe de I'algorithme de la FFT shift estréaliser la compensation en Doppler
non pas en multipliant par une exponentielle comgpleomme cela a été le cas pour les
algorithmes précédents, mais plutét de déplacerctesposantes fréquentielles du signal
d'une valeur équivalente a la compensation Doppl&pendant cet algorithme induit des
pertes au niveau de la corrélation et résulte empiarde corrélation dont la forme serait
déformée, induisant ainsi quelques erreurs.

L’algorithme de la FFT transverse réduit dramatigent le temps de calcul de la

FFT. L’idée principale est de supposer que la phésiguelle du signal est constante sur des
intervalles d1ms et pour des cases Dopplers trés petites.
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Le principe consiste a ne pas utiliser la technid@eecherche séquentielle sur les cases des
fréequences Doppler, mais d'utiliser un autre schépeadomaine fréquentiel est décomposé
en deux types de cases : des cases larges avepaslee500Hz , ce qui correspond a un
temps d’intégration d' ms. Puis des cases plus petites sont définiestari@ur de ces cases.
L'intégration coherente elle est réalisée en sontriiams de signal comme dans le cas de la

FFT classique. Par la suite, une sorte de trangferde fourrier est effectuée dans le sens
transverse.

Finalement, I'algorithme somme des répligues, @RS permet de rechercher en
parallele plusieurs satellites, au lieu de réaliser recherche séquentielle de ceux-ci. Ceci est
possible en corrélant le signal recu avec une sodensodes C/A compensés en Doppler au
lieu de faire la corrélation avec un seul codetéCepération permet de gagner du temps au
niveau de la recherche de plusieurs satellitess négulte en une augmentation du niveau de
bruit total, réduisant ainsi la sensibilité du r@eair aux signaux faibles.

Ces algorithmes ont été implémentés sous mattainteait I'objet de plusieurs tests
de comparaison rapporter au chapitre VI.
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In the previous chapter we described the HSGPSAZBES principles in details. It
was found that the AGPS improves the GPS signalisitipn. Not only the receiver
acquisition sensitivity is enhanced, but also tAé-H is decreased. Indeed, using the AGPS,
the AD (Assistance Dafareduces the visible PRN, each code delay andecaboppler
frequency search spaces. Further improvement tocatiggisition mode of the receiver is
considered in this chapter. Usually, improving #oguisition performance implies enhancing
the receiver sensitivity to weak signals, classycdirough the use of extended dwell times as
for the HSGPS technique; but this is generally danthe cost of longer computation time,
and reduced accuracy as was evidenced in Chaptefnl\¢hort, improving the receiver
sensitivity and the computation time are competihgctives. A good compromise would be
to decrease the computation time such that longgamak blocks can be processed to
compensate for the loss in sensitivity while kegmn overall computation time lower than in
conventional methods.

In this chapter, different algorithms aiming at moying the acquisition performance
are described. Their performances are assessdtk inext chapter. All of the algorithms
mainly cope with means to decrease the computdime, with a minimum or no loss in
sensitivity performance. Note that all of these hods assume an AGPS context, implying a
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prior estimation of the Doppler frequency to witlZikHz the time information to within &
and the reference position depending on the tratisgiiGSM cell. The use of the AGPS
allows for a reduction of cross-correlation peagstas explained in the first paragraph. For
the sake of simplicity, the AGPS scenario is exdasgce at the beginning since it is common
to all algorithms. Then, the algorithm of the claakacquisition scheme based on FFT is
recalled, before describing the advanced acquisfgohniques.

The task of proposing innovative algorithms for w@sgion in constrained
environments was very difficult in the frame of fAkBD. thesis because this was a totally new
subject in the laboratory when this study startet] a period of learning has been needed to
correctly seize this issue. Second, too many atiuigechniques are patented or published,
this has had as a consequence to limit the pasisibito explore new techniques. That is why,
in this chapter, we describe some of the most pedat algorithms in the frame of our
application, and we introduce a new one, namel\SIB& algorithm.

V.1 Brief recall of AGPS and way of reducing cross-comlation

As described in Chapter Il, the AGPS technique amhscombining a satellite
positioning receiver and a cellular system enabtexbile station in such a way that the
positioning receiver can benefit from AD dissemathby the telecommunication channel in
order to improve the sensitivity of the positionsgution and to decrease the TTFF.

Typically in cold start, the AD set required is qoosed of:

- The reference time,

- The reference location,

- The navigation model (ephemeris and various caoes},
- The ionosphere correction

The receiver is provided information on its refeenocation (using the cell id
technique described in appendix D), the sateléf@semeris and clock data, and visible PRNs
(using the ephemeris data). With this informatiiwe receiver can compute estimates of each
satellite signal Doppler frequency and code delay y b applying

. _ Satelliteto Receivedistanc : :
r= for delay, and f, = —Ll.v—OI , with L, the carrier frequency,
C

o
v, the satellite radial velocity at the referencegjrmandc the speed of light in vacuum.

The satellite to receiver distance and the satefidial velocity are computed using the
Assistance Data. But this Doppler-Delay estimatisnnot accurate since the following
hypotheses are taken into account in the AGPS xbiitefer to Chapter 1V, paragraph
V.2.2):

- The Assisted server is able to provide timing infation with an accuracy of only
t2s,
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- The reference location of the receiver is provideith a minimum accuracy of 1, 10
or 30km depending on the studied environment, eitherig & rural, an urban or an
indoor environment.

With these uncertainties, code delay and Doppleguency estimates are affected by
errors. The overall peak rand® of a satellite due to uncertainties on the refegeiime and

the reference location is given as (refer to figuére):

2Axcos(y) N [vd * At]
Cc

P(k) = R, i{
c

}Rc (in chipg (V-1)

where P, is the estimated code delay using ephemeris ti#ltang into consideration the time
synchronisation error)y the satellite elevation anglédx the cell radius (user position
uncertainty), v, the satellite radial velocityAt the GSM time transfer uncertainty, and
v, OAt =Ad the travelled distance estimation error (resultmgode delay estimation error).

thee

Cell size | 2AX

Fig V-1 : lllustration of time and the user positian uncertainties

In the worst case where a satellite is on the barizvith an elevation oD°, a Doppler
velocity of approximately924m/s, a cell radius 080km, and a reference time uncertainty
of £2s, the peak window is of abou2llchips (the worst case). This means that a
correlation peak needs to be searched for onlyinvithis window, and all peaks falling
outside these boundaries are not considered. Socklation peak identification process
reduces the probability of false detection duevienéual cross-correlation peaks.

In terms of Doppler frequency, the Doppler frequemtiuced by the satellite motion
is easily determined using the AD which enablesampute the satellite position (ephemeris
Data) and the user position (estimated using th& @8twork). But the time and position
uncertainties result in an overall Doppler rangeabbut 28Hz over the satellite induced

Doppler (refer to appendix C). This is not veryrsiigant especially for coherent integrations
lower than10ms where the Doppler frequency error must not ekc2® Hz For such
coherent integrations, only one or two Doppler saseed to be explored. But for longer
coherent integrations, the tolerated frequencyragdower than 25Hz and more Doppler
cases need to be explored. Note however that tkeséll the uncertainty on the receiver
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clock stability which may lead to a Doppler uncey of about+1kHz (depending on the
receiver clock oscillator performance measuredgpm where 1ppm induces an error of

10°x1.57542x10° =1.57542x10°Hz), and that resulting from a user motion. Yet, ltiter
can be neglected in the case of a pedestrian Uiker.receiver clock instability and user
motion induced Doppler are common to all the resgisignals since they only depend on the
receiver. Hence, once a first satellite is succdlyshcquired, there is no more uncertainty on
the Doppler frequency (the frequency drift of tedl oscillator is supposed to be precisely
known, otherwise a search over a range:btkHz must be performed as explained in Chapter
II), and only one Doppler case needs to be expltoedll the other satellites. This scenario is
used in all the subsequent acquisition stratediefrst satellite is acquired while searching
for all the Doppler cases to be explored; the esion error on the Doppler frequency due to
user clock drift is then removed for all the otkatellites before acquiring them. This method
is detailed in Camp et al., 2000

The principle of the AGPS is illustrated in figuk&-2. This part of the signal
processing is common to all the AGPS algorithmseméed in this chapter.

|Location Request

\ 4
Assistance Data Request

IAssistance Data Reception for N visible satellites

\ 4
Predict Doppler and code delay range for all N satktes in view using AD

|Acquisition of first visible satellite (search allDoppler cases) |

A 4
Deduce carrier Doppler frequency and search for coel delay within the
estimated code delay window to reduce cross-corréian probability

A 4
Remove ambiguity on Doppler estimation due
to the receiver clock for other satellites

A\ 4
|Acquire other visible satellites with reduced freqency window |

A 4
ISearch for code delays within estimated delay winagofor each code |

A4
enc

Fig V-2 : AGPS scenario

In the algorithms presented next, only the acqaisipart of this scenario is described
in each case. All of these algorithms process #tellges one by one, except for the SOR
algorithm.
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V.2 Classical acquisition scheme using FFT

Recall that the FFT is an efficient algorithm torqmute the DFT, but since the FFT
algorithm is so commonly employed to compute theTDthe two terms are often used
interchangeably. It was shown in Chapter II, paapbrll.5, that the DFT can be used to
replace the classical temporal correlation. Théotahg flow chart illustrates the classical
acquisition scheme using FFT.

@Iassical FFT sche@

A\ 4
Set integration and search
region parameters using AD

WA A A

A
Compute coherent integratiof

using T, msof signal

Squaring

\4
m" Non-coheren

accumulation

m=m-+1+-

More Doppler bins to
be tested? (only for
the first satellite)

YeS  yh=n+1

No

Fig V-3 : Classical acquisition algorithm flowchart

Recall thatM and T, stand for the number of non-coherent accumulatiortsthe duration
of the coherent integration in ms. The size of fleguency bins isAf,,, =2/2T . N is the
number of visible satellites.
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The FFT technique is used to compute the cohenéegration illustrated in the block
diagram of figure V-4.

Load T, ms W EET Coherent
of signal <> =1 correlation
£T output
| Conjugate form

Doppler compensatioh

(expRixfdt)) Generate code with
appropriate Doppler shif

—+

Fig V-4 : General coherent correlation synoptic

As explained in Chapter Il, the FFT algorithm cevatl possible code delays for a given
Doppler estimate in a single step, instead of theal search of each possible code delay
performed using the classical acquisition schemssguted in paragraph I1.4. However it has
more stringent requirements in terms of memorylalidity since it processes all the samples
at once, thus these samples need to be storedrmomeNote that the linearity of the FFT
operator allows for more optimisation of algoritlwamplexity. The Sum after FFT-IFFT and
Sum before FFT-IFFT described in paragraphs V.4 ¥ take advantage of the FFT
linearity to reduce the algorithm complexity.

For weak signal acquisition, extended dwell times @eeded. Increasing the dwell
time is possible through the use of higher non-pefiteand/or coherent accumulations.
Extending the non-coherent integration period ld¢adshat is called squaring losses. This is
not the case when the coherent integration is asa@. Nevertheless, extending the coherent
integration classically implies that longer sighébcks are processed at once. This leads to
higher memory needs since the FFT has to be comhmutea higher number of points, and
dramatic increase in computation time, thus morggoa@onsumption. All of these parameters
should be minimized for small devices like cellytéiones.

Figure V-5 depicts the correlation function reswgtirom alOms coherent integration
duration for example:
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Classical correlation with 10ms of coherent integration

w10

Correlation amplitude

a5 o

0 i _ _________________.__ : 1
R
___,_____,_

j = _______.,,_.__ |

800
400

Fig V-5 : Classical correlation with a10 ms coherent correlation

This result corresponds to a sufficiently higiiN, (45dBH2. The presence of 10 peaks is
due to the C/A code periodicityl (ns). The peaks have approximately the same amp$itude
since the code Doppler is compensated.

V.3 Average correlation algorithm

This algorithm was the object of different studissch as inDjebbouri et al., 2003
and [Starzyk et al., 20QXor example. These studies use a sampling fregueh5MHz, thus
yielding 5000 samples per C/A code period (periagith period 1ms= 1023chips). The

FFT is not directly applied to the 5000 point olvs¢iion vector, instead, the 5000 point vector
is downsampled to form 5 1023-point vectors, anly @023 points FFTs are used instead of
5000-point FFTs, by averaging. The down samplingaisied out because it is much easier in
hardware to implement five 1023-point FFTs thanngle 5000 FFT, as pointed out by the
authors.

The correlation is carried out by frequency transiog the 1023 averaged (or down
sampled) GPS signal using 1023-points FFT. Thigerdormed on both the in-phase and the
guadrature-phase by considering the in-phase valsi¢be real input components, while the
guadrature-phase values are used as the imagmauy components. First, 1023-points FFT
is applied to the local code and the conjugate aijmar to the FFT output is performed. The
next step is to multiply the complex outputs of BteTs. The results are then changed back to
the time domain using 1023-points IFFT.

The received signal needs to be reduced back t@ thips per millisecond by
averaging consecutive 4 or 5 points into one chige averaged chip is similar to a chip of
C/A code. Since the signal cannot be observedrmdof square waves, there is not enough
information to determine which 4 or 5 points shookdgrouped together and averaged, unless
there can be an approach to know the relative ipasdf the samples and the chips; this
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relative position can be found out from severakerafits of averaging with different
assumption of the relative position, as displayeid.

Bl I

t t t t

I (i (] -]

1t t t t
T T T 7T THEET T T 7T 7
t 1t t t

R

t t t t

/[\ /[\ /[\ /[\ /i‘\ T\ N /‘1\ /1‘\ /[\ /[\ /r /[\ /}\ T\ /T /1‘\ /?\
T T T T

Fig V-6: The 5 sequences of averaged steps

In figure V-6, consecutive chip periods are repnésg in dark and light grey colours
respectively, with inside arrows correspondingdmples obtained after down sampling from
5000 samples per C/A code period to only 1023 pde @eriod. The outside arrows mark the
beginning of each chip.

Among the first consecutive 5 samples, one of thaust be the first sample of a chip, since
no chip contains more than 5 samples. Assumingstimsple is regarded as the beginning of
the first chip, the relative position of the 1023ps and all the samples can be determined
and the chips can be recovered completely. Thuetaged sequences, each containing 1023
chips, are generated and their correlation funsti@nth local C/A code are computed
respectively. Knowing the correlation peak indisatiee signal energy, the sequence with the
largest correlation peak is chosen as the bestidatedfor acquisition. With the 5 averaged
sequences and 1023 chips C/A code, the correlatisst be performed 5 times. For further
reduction in computation time, the signal is dovamspled to 1024 samples rather than 1023,
since the FFT algorithm is much more efficient witerperates on powers of 2 points blocks
using a butterfly structure for example.

The results conducted using this method did notwshonet improvement of the
acquisition time, and induced a great loss in thgut signal power. Consequently, no further
analysis was carried out using this method.

V.4 Coherent integration by summing after FFT-IFFT

This method allows for using longer coherent ind¢igns for enhanced sensitivity,
without increasing the signal block size used tmpote FFT. Onlylms signal blocks are

processed at once, and the coherent integratip@risrmed by summing these blocks. This is
possible since the correlation and the coherentraatation are linear operators.
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Assuming that the received signal is modelled as:
rt-7)= A(t-7)e(t-7) E:os[Zn‘_l(t - r)]
DAt -7)E (- 7)@od2n(L, + f,)t - 6]
with A the signal amplituded(t) the data bit traing(t }he C/A code chip representatian,
the signal delayl, the carrier frequency, antl, the Doppler frequency.

For a coherent integration ovell, ms for example, the Doppler bins tested are of size
JAY . :J/ 2T, . The classical correlation is represented by:

T,ms ) R
R(7, fd) = J.I‘(t —7).c(t - 7).e'?har Tl gy (V-2)
0

A A

wherer(t )is aT, ms section of the received signal. The same goe<(r r, f, and@

are the estimated code delay, the Doppler frequandyphase respectively.
In equation V-2 the inphase and quadrature sigoailponents are calculated by using a
complex exponential as explained in Chapter llageaph 11.5.

For the first satellite, this function is calculdteepeatedly for all the possible values of
the code delay over the integration duration, ahthe Doppler bins to be tested over the
predefined Doppler frequency range. Globalypoints are used to calculate this correlation
for each value of the code delay and the Doppleguency. In the classical process, a

coherent integration through the use of the FFErdy ms produces a correlation function
with N, =T, [10° peaks, whereN_ is the number of C/A code periods coherently
accumulated; in figure V-5 for instance, 10 peaks e observed foil, =10ms. As

explained, these peaks are the result of the cededicity of 1ms. Obviously with these

assumptions, these peaks have approximately the samplitude, thus inducing a kind of
redundancy on the output correlation function. €duce this redundancy, longer coherent
integrations are carried out by coherently sumnsngcessivelms coherent correlation

results, before squaring therR(7, fd) becomes:

N k.1ms

R(7, f,) = Z Ir(t —7).c(t - 7).e?7(ar f)t+dl g -

k=1 (k-1).1ms

In this expressionlms blocks of the received signal(t and the code replica(t )

respectively. GloballyN points are used to calculate this correlationdach value of the
code delay.

Using the FFT, the expression of the correlatioeafation V-2 becomes:
R(f, )= IFFT{FFTIr O] FFT [c(r) el fondl] | (V-4)

With r(t) and c(t ) of T, ms duration. R(fd) is computed for all the possible values of the

code delayr .
Similarly, applying the FFT to equation V-3 gives:
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r(7,)= i IFFT {FFT [rt)}FFT [c(tk).e‘ e+ o >‘k+é]] } (V-5)

Where r(t, ) and c(t, ) are 1ms blocks ¢, is the k™ time vector oflms duration). They

represent the&k™ section of signal of duratiohms. Obviously in this case also the result of
the IFFT is correlation vector computed for all gibte values off .

This algorithm is illustrated with the flow chartfigure V-7
Coherent summing after FFT-I@

v

Set integration and searc
region parameters using AD

AAAA

\ 4
Compute thek™ coherent integration with Imsof the
n" satellite signal, and add it to the previous one

k=k+1]}—

th

m Non-coheren
accumulation

More Doppler bins to
be tested? (only for
the first satellite)

Yes

Yes n=n+1

enc

Fig V-7 : Coherent summing after FFT-IFFT algorithm flowchart

The advantage of this algorithm is that it is fastiean the classical one since
computing a Fourier Transform witNl points, as in the classical case, is slower than
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computingk Fourier Transforms with% points [Akopian et al., 2005a][Agarwal et al.,
2003. Indeed, an FFT witiN points requiredN.log, N arithmetic operations, wherela&FT
with % points each one for example requmelogzg arithmetic operations. The reduction

in operations needed is ®.log, k. This reduction in computation complexity is ddngce,

first when converting to the frequency domain udhigy, and second when converting back
to the time domain using IFFT.

In addition, processing onlgms blocks of received signal at once allows for the
implementation of a sensitivity improvement teclugady avoiding a possible phase jump or
shift due to bits transitions for the correlati@sult withinlms This is done by performing a

circular correlation ove2ms of signal and a zero paddetins version of the replica code

(Ims of code, andlms of zeros) to produce a linear correlation odens (the 2ms
correlation result is truncated to half its siZEfis is not possible in the classical sequential
algorithm since it introduces a large computatibarge and large memory needs in order to
be able to double the signal block size to be m®®@ by each FFT-IFFT operations. This
optimisation is considered in all of the followiatgorithms. However this technique does not
prevent energy loss due to data bit transitionsuwowy within a total coherent integration
time larger than , because it is only used for biosks, not for longer blocks. Indeed, using
such technique for longer blocks of data requinexgssing each time twice the number of
points needed in the standard case. For longes bii results in high complexity.

The Sum after FFT-IFFT algorithm also reduces tleenory needed to carry out the
correlation, since only blocks of the minimum sfae correlation over one C/A code period
of Ims are kept in memory at once. It essentially doesaifect the sensitivity because
correlating is equivalent to summing the signal.oimg that the summing operation is
associative and that the FFT operator is lineas, dperation is possible. Note however that
since the code Doppler is compensated, the 10latae peaks have the same amplitude.

V.5 Coherent integration by summing before FFT-IFFT

The principle of the summing before FFT-IFFT methjgttasner, 1998 is the same
as that of the previous method: processings (in practice2ms) data blocks at once.
According to O’Driscoll R00q, although it would appear that this algorithm wast
observed by Krasner, it is also implicit @denen et al., 1992The difference here is that the
coherent integration is performed before convertimg signal to the frequency domain in
order to correlate it with the code. The summai®carried out after removing the signal

Doppler. In other wordsT , ms of the signal are summed together after cofje)(and carrier

(f,) Doppler compensation, then converted to the agqy domain. The subsequent steps
are the same as in the previous method. In this, ¢ths correlation function can be written as:
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R(fd):lFFT FFT Zr(tk)Eei[z”(Ll*fd)‘k] FFT[c(t, )] (V-6)

Doppler compensatin

The use ofc(t,) implies that the accumulation kflms correlation results are correlated with
only onelms of C/A code with code Doppler compensation fdydhis ms.

Figure V-8 next depicts the flow chart of this aigfam.
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@erent summing before FFT-IFFT

A 4
Set integration and searc
region parameters using AD

AA A

Doppler compensation of thek™ coherent integration with Ims of
the n" satellite signal, and add it to the previous one

No

Coherent integration with 1ms
of generated code replica

Squaring
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m"  Non-coheren|
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Yes »m=m-+1 ii

More Doppler bins to Ve
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first satellite)
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Fig V-8 : Coherent integration by summing before FR-IFFT algorithm flowchart

Coherently summing the signal before applying FFFI transform is possible since
both the coherent integration is a linear operataomd so any coherent accumulation carried
out after the correlation function can equally wedl performed prior to FFTODriscoll,

2004.
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This method allows for reducing the number of FIEFffgrmed by a factor depending
on the coherent integration duration needed (afaaft4 for a coherent integration over 4ms
for instance). However, theoretically some lossey mppear due to code Doppler which is
not accurately compensated during the pre-integrafihase, because the total signal is
summed onto dms block, and therefore the local code replica isychins long, versus

T, ms of signal. This means that a code Doppler compimsaf only 1msis performed,
instead of a code Doppler compensatioriTpims. The code error in chips resulting from a
coherent integration ovdrseconds in the absence of code Doppler compensétio

E = fy xt (V-7)

where f, is the code Doppler frequency (refer to appendfriGnore details).
The errorE, is illustrated in figure V-9 as a function of coéet integration duration, for a
maximum carrier Doppler frequency df =5kHz, that is for f, =3.2467Hz (worst case).

The plot shows that for a coherent integrationptal50ms approximately, the code delay

error is lower than 0.5 code chip which is the tiron code delay error acceptable in
acquisition.

Error on code delay versus coherent integration duration
3.5

= N
2] N a1
T T T
| | |

[y
T
1

Error on code delay (in chips)

0.5+ b

0 1 1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

coherent integration duration (in s)

Fig V-9 : Code delay error versus coherent integradn duration for a maximum Doppler frequency

(5kHz)

The resulting signal power degradation in eaahs correlation block output is given
as: D, =20log(Ll-E, ) (refer to figure 11-8). For a coherent durationnly in [0]1s] with

1ms steps and anfdc of 3.2467z, figure V-10 illustrates the signal degradatias a
function of the coherent correlation duration.
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Signal power degradation versus coherent integration duration (in s)
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Fig V-10 : Signal power degradation due to code Dgyer error versus coherent integration duration for a
maximum Doppler frequency (5 MHZz)

For a coherent integration ofrs the resulting signal power degradation is 0d&6
which is negligible. This will be verified in theedformance results presented in Chapter VI.

V.6 FFT shift algorithm

This method presented amongst othersAikopian et al., 2003band [Sorrells et al.,

2000, 2002 allows for speeding up the signal Doppler renigviaase of the acquisition
algorithm. In all of the former algorithms, the s&j Doppler removal is done by multiplying
the time domain signal by a complex exponentialifga frequency equal to the Doppler
frequency to be tested. Alternatively, this can geformed by shifting all bins in the
frequency representation of the input GPS signaGold code one way or the other by a
predetermined number of bins. This is possible kbda the frequency shift theorem, a useful
property of the Fourier Transform. It states:

FT{exg- j2rft)F (t)} = F[(f + f,)] with F(f)=FT[f(t)]

Thus the FT of a product of a function by a comm@ggonential is simply a shifted version of
the FT of the function.

The frequency shift applied is an integer numbiethe FFT frequency resolution:
shifting to the left decreases frequency, whildtstg to the right increases frequency. No
flow chart will be presented for this algorithmnee it only acts on a small part of the overall
acquisition algorithm and can be incorporated inhoflthe previous ones to replace the
classical Doppler removal.
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This algorithm enhances the acquisition time besausnables to avoid multiplying
by a complex exponential which is more time consgrmihen simply shifting the vector
indices. Using the frequency shift theorem, onlg &k T operation needs to be performed for
all Doppler bins.

The main problem of this algorithm is the finalduency resolution. In fact, when
integrating ovefT, ms, the FFT frequency step is twice the Doppler e sindeed; the FFT

resolution is given agfoakis, 199k

f f f 1
Afeer = =

s —_ s —_ s - =
N

T,/T, T,Of T,
With F; the sampling frequencyi, the sampling period], the coherent integration time,
andN the length of the considered signal block.

The usual Doppler bin size isAf,, = , that is half the FFT step. Therefore, the actual

L
zrrp
Doppler bin size will beAf,,, = Af :Ti. The correlation output in this case is given in

p

figure V-11:
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Fig V-11 : FFT shift correlation with 1ms of signalper 1ms of coherent integration

As we can see in figure V-11, the correlation peather has a rectangular shape, not a
triangular shape as is the case for the conventalgarithms. This problem can be solved in

the case of a 1ms coherent integration since 2msigofal are used to compute a 1ms
integration, as explained before. In this case,RR& and Doppler resolution are equivalent,

and the result is depicted in figure V-12 beloweTdame strategy can be used for longer
coherent durations but memory requirements becomihis case more stringent and the

increase in the algorithm complexity cannot anymbee compensated by the reduction

induced by the FFT shift technique.
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Fig V-12 : FFT shift correlation with 2ms of signal per Ims of coherent integration

Another way to solve this problem for coherent gnétions of more than 1ms is to
compute in a first iteration the FFT for Dopplembiequal to the FFT resolution. For
example, assuming a signal with an estimated Doprdquency of 20Hz (from the AD), a
true Doppler frequency of 1008z, and a 400MHz frequency range-11800Hz, 2200Hz];
with a coherent integration overr2s that is a usual Doppler resolution of 288 the first
iteration of the algorithm with a 508z FFT resolution computes Doppler compensations at
-1800Hz, -1300Hz, —-800Hz,...1200Hz, 1700Hz , and 2200Hz . Next, the signal
frequency is translated by 2%z using a complex exponential; the second iteratibthe
algorithm thus yields Doppler compensations-a650Hz, —1050Hz,..., 950Hz, 1450Hz,
1950Hz. This technique is described in details®sipki et al., 200[L The issue is to bear out
the resulting reduction in algorithm complexity.id s done in the next chapter.

The frequency shift theorem can equally be appt®dhe local code replica as
explained in Akopian, 200]L But the same problems as before arise alsasrctse.

V.7 Transverse FFT algorithm

This method dramatically reduces the number of FFHFs to be carried out. The
main idea is to consider the residual signal phiasee constant over 1ms intervals and for
small Doppler bins.

The principle is not to use the classical lineaarske over the different Doppler
frequency bins (refer to figure 11-16), but rathese another scheme. The frequency domain is
first divided into large steps 0d600Hz which corresponds td, =1ms. Then, small bins,

according to the coherent duration needed, araeffithin the large bins. Therefore, the
frequency bins are defined ad, (i,n) = f, + j[Jf , and f, = f, +1x500, with i the
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number of 50(Hz bins to be testedj the number of smaller binsé%lr—) to be tested within
P

each 50Hz Doppler bin, andf; the first frequency to be tested. Thfissweeps all the large
bins to be tested, anfll& sweeps the small bins to be tested within eaafelain. As an
example, for a Doppler window of 100, [-500Hz+500HzZ], and a coherent integration of
T,=4ms, the usual Doppler bin is in this case of 123z. We have,

f,(i,n) = f, + j x125Hz , with f, ={~500Hz,0HZ+500HZ}, and j ={ 02,23}

The idea of processingms of signal at once is preserved. The coherengiat®n is
accomplished by summing, ms of signal after FFT-IFFT, as in the first method.

This method would be equivalent to the sum aftef-FHT algorithm if the signal
phase was constant ovems steps. But this is not the case in reality, anthsapproximation

may result in a small loss due to error on codefdlap This error is however smaller than
that of the sum before FFT-IFFT algorithm sincedtresponds to onlgms interval and for

small residual Doppler values.

Consequently, the signal can be rewritten as:
r(t) = Ad(t - 7) et - 7) eod2r(L, + f, )t] Eod273 &t)
The corresponding correlation result is expressed a

-~ NC . P
R(f +nl&)=> IFFT {FFT [s(t )] FFT [c(t, )] e!2 *'f‘”-”}
k=1

This correlation must be computed for each frequdna for the first satellite. With the
transverse FFT the phas&#jd t is supposed to be constant over one code periddnef
and the signal is approximated by:

r(t) = Ad (t _ Z').C('[ _ T)_ei[zn(L1+fi ).t] .ei[2njdf floor (t/1ms)]

Thus the local counterpart is generated such beaphase is constant ovlms steps.
The correlation becomes:

~ NC . .2 .
R(f, +j@r) = 3 eladmeor wams)] jeer {EeT [r (1) FFT [c(t, )] €271} (vag)
k=1

This expression of the correlation function recallBourier transform function, which would
be in this case applied column wise to the IFFTlte$his is why this algorithm is referred to
as the Transverse FFT.

This algorithm essentially speeds up the corratatioer different Doppler bins. Thus
it is only beneficial in the case of the first dhtie acquisition where a Doppler search is
necessary.

The flow chart which better explains this methodlisstrated in figure V-13.
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Fig V-13 : Transverse FFT algorithm flowchart
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This way, the correlation is computed only for ltgns and the results corresponding
to smaller bins are obtained by multiplying and sung the correlation outputs of large bins
by complex exponentials as in the former equation.

The advantage of this algorithm is to further rexltice TTFF, since it reduces the
number of FFTs and IFFTs needed to be performedaced to a classical FFT algorithm.
For a coherent integration of 1fis for example, the Doppler resolution is of B2 If a
Doppler range of 2kHz needs to be tested, the number of FFT-IFFTs chroet is
10*2000/50=400, whereas with the transverse FFDralgn only 10*2000/500=40 FFT-
IFFTs couples are needed! But in our case, theswese FFT algorithm does not induce a
reduction by 10 of the acquisition time, since e @msof signal for a 1ms correlation. The
reduction in complexity resulting from the use atls algorithm and other related issues will
be the object of Chapter VI.

However this method requires more memory storagaates compared to the Sum
after FFT-IFFT and the Sum before FFT-IFFT algon$h This is because the coherent
summation is made after computing all necessary l@esors. Whereas in the preceding
algorithm the summation is done progressively asltims vectors are computed, and only
1ms is stored in the memory at once. Thus the reopgnts of the transverse FFT algorithm
in terms of memory are similar to the classicakcas

Assuming that the phas&njd t is constant over one C/A code period may introduce
some errors or attenuation of the correlation p&aks error is expected to have only a minor
effect on the resulting correlation function, aheé impact of this assumption will be tested
through simulations tests which are presentedem#xt chapter.

V.8 Sum Of Replicas algorithm

This algorithm differs from all the previous onesce it rather focuses on speeding
up the acquisition of many satellites rather thaaesling up the acquisition of one satellite. It
can be viewed as a "multiple-satellites” acquisitionprovement rather than the “mono-
satellite” acquisition improvements previously pospd.

All of the previous algorithms perform acquisitioh the different satellites in view
sequentially, i.e., the satellites are acquired byene. A joint search of several satellites
would allow a reduction of the time allocated te #itquisition of the different satellitddis
is the base of the sum of replicas algorithms wlachuires different satellites at once by
correlating the incoming signal with a sum of diéfet replicas corrected by their respective
Doppler. This yields to a software parallel sedutall visible satellites rather than searching
for them sequentially. The output is a sum of aotadation and cross-correlation functions.
The resulting correlation function has as many wlsefrrelation peaks as there are replicas
added together.

The acquisition is realized according to the schpmsented in figure V-14:
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Fig V-14 : SOR algorithm principle

The resulting correlation function in each exploBappler cell is equal to the sum of
the correlation function which would have been oted if satellites were individually
correlated.

Figure V-15 illustrates an example of such a cati@h function for a composite
signal comprising 4 satellite signals, all2@dBHz. The four of them are acquired at once.

This figure shows the correlation function at aggiDoppler bin (the right one).

0
'5& T T T T T

Corregation amplitude

[i] 1 1 1 1 1
4] 200 40 (o] i) 1000 1200

Codegdelay (chips)

Fig V-15 Example of the output correlation functionof the SOR algorithm with 4 satellites acquired
together at the right Doppler bin

Each satellite PRN code has its own delay, and éeh@acresponds to one of the
acquisition peaks detected in this correlation fiomc At this stage, the issue is to determine
the proper relation between satellite PRNs andiaitiqun peaks. This correspondence is done
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first by trying to locate each acquisition peak hwit a code delay window. Indeed, as
explained previously, assuming that the refereramation, the reference time and the
navigation model are known thanks to AD, the reeesan compute the differential time of
arrival between the satellites. This informatiom de used to identify the correlation peak
pattern. The correspondence is then possible staod code delay window is already
assigned to a satellite PRN code as it is shoviigume V-16 below.

Code delay windows (or
peak range function)

PRN k PRNnN PRN m

v

Time (chips)
Acquisition peak position functic

Fig V-16 : Satellites identification process usintghe code delay ranges function (red plot) estimately the
AD. The blue plot corresponds to the acquisition ate delay positions

However, this identification process is not possilfl for example, two or more
satellites have the same or close code delays. atdiscrimination process should first be
undertaken to detect whether the possible delalffgrent satellites are intersecting or not. If
it is the case, then the satellites cannot begfalte same composite replica. It comes out that
a classification in groups of the visible satefligccording to their respective expected code
delays is first carried out to avoid correlatiorapeollisions. The result is that satellites of the

same group are such that their respective codey ddladows do not intersect with each
other. This is shown in figure V-17.
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Fig V-17 : Collisions between satellites having cée code delays

The uncertainties on the reference position anthertime information have a direct
influence on the code delay range width computéaguhe AD. The greater the uncertainty,
the wider the code delay windows, the lower theasgon between the satellites, and the
lower the number of satellites per group. The maxmreference position uncertainty is that
of the maximum GSM cell radius, abo8® km for rural areas. This parameter is considered

as variable according to different types of envinemts. Three different values are studied:
30km, 10km andlkm, reflecting different GSM cell sizes ranging froamal to urban areas.

We conducted some tests which provide statistiafles of the mean width of the
code delay windows, the number of subset of stdsllised in the algorithm, and the mean
number of satellites per group. Note that for alfitd in the horizontal plane, i.e., with a
maximum Doppler frequency ofHz and an elevation of 0° (generally the mask anglef i
5°), the range width values due to uncertaintiegshenreference position and the GPS time
add together. Thus, for the time uncertainty &f the approximate code delay window is of
273 chips, 136 chips and 75 chips for GSM celliratlBO, 10 and kmrespectively. At the
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zenith, i.e., with a null Doppler frequency anded@vation of 90° the code delay range width
is equal to 0, which means that we have no uncgytan the code delay in this case. In other
words, in this case the code delay for a user éucat the Base Station or anywhere else
within the considered cell is approximately the sarfigure V-18 depicts the code delay
window (the total width from minimum to maximum)nation for elevations lying between 0
and 90°, and Doppler frequencies ranging frokiHzto O correspondingly.

“ariations of the cods dalay window with respact to zatsllits slavation angla
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Fig V-18: Variations of the code delay windows withthe satellites elevation for three different refeence
position uncertainties: 1 km, 10 km, and 30 km

Next, we present the results for the average numwibgroups of satellites, the average
number of satellites per group and the averagewatiAD code delay ranges as a function of
the user position uncertainty (the considered G®M radius). These three parameters are
related to each other. The results of figures VAI20 and V-21 correspond to averaged
results obtained with different real GPS signaléected using a GPSBuilder 2.1 receiver and
with different simulated signals using a SpirentR8500. Note that results obtained using
simulated signals were similar to those obtainetth weal signals; this is why the respective
results could be averaged all together.
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Fig V-19: The average number of groups of satelligefor 3 reference position uncertainties
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Fig V-20: The observed average number of satellitgger group for 3 reference position uncertainties

Figures V-19 and V-20 clearly show that the numbérgroups of satellites has
unsurprisingly opposite variations compared todbde delay windows.

Averase width of AD code delav windows

BO
B0
o
0
10

a0

G0
40
20

El 1 1 I .

30Km 0 Km 1Km
reference position uncertainty

code delay window (chips)

Fig V-21: The average width of AD ranges for 3 refence position uncertainties
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Thus, the number of satellites per group increasben the reference position
uncertainty decreases. For an uncertainty ofkdDfor example, the average number of
satellites per group is approximately 3. Obvioushe more satellites per group, the greater
the complexity reduction compared to a conventiahgdrithm.

Once the satellites are grouped according to tbede delays, each group goes
through an acquisition process by correlating theoming signal with the sum of the
corresponding replicas. The correlation is perfamesing one of the previous “mono-
satellite” algorithms. The output is a correlatfonction similar to that shown in figure V-15
with as many peaks as there are satellite signdlsei considered group.

There still remains the satellites identificatiesue. In fact, the peak position returned
by the function is affected by the sum of two timigsets: the propagation delay and the
receiver clock offset which causes the peak cordifjion computed by the grouping function
to be shifted. The receiver clock offset cannotdatermined precisely due to its time
uncertainty with respect to GPS time. The time uiadety is due to the time transfer through
the GSM network. Note that this time uncertaintythe same for all the satellites, which
implies that the differential code delays (the sapan between code delays in chips) are
accurate. This has no impact on the previous pstoggcorrelating the signal with code
replicas, grouping the satellites in order to avamtlisions between their code delays), but has
an impact on the identification of the peaks: Irjebe peaks of the correlation function may
not correspond to the right code delay window. Aison to this problem is to correlate the
code delay windows function and the acquisitionkpeposition function (resulting from
correlation) defined as:

- Peak range function

x(@t)=1if tO PRN code delay windows
X (t) = 0 elsewhere onthel ms sup port

- Acquisition peaks position function
{/7 (t) =1if tO{detected acquisitio n peaks }

n(t) = 0 elsewhere onthel mssup port

This correlation is carried out using the FT tegumel. The maximum of the resulting
correlation function provides the most likely cauffation and in the same time provides the
relationship between the peaks and the PRN nunfigard V-22).
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Fig V-22 : Satellites identification by correlatingthe ranges function (in red) and the acquisition @de
delay ranges function (in blue)

In practice, even if the satellites were groupgaiari such that collisions are avoided
between their code delays, collisions are stillsgus. The reason is that the code delays
detected by the acquisition process do not havesseacily the same pattern as that of the
windows estimated by the AD. This is due to possiross-correlation peaks which may
mask those of weak signals or even multipath pekideed, correlating with the sum of
different replicas results in a final correlatiam€tion with more cross-correlation peaks than
in the standard case where one satellite is predestsonce. These peaks have random delays.
In this case, some of the output correlation furctpeaks are wrong. However, while the
SOR algorithm increases the probability of crossetation peak detection, the use of AGPS
enables to reduce this probability as already éx@th since the code delay window for each
of the satellites is pre-estimated by the AD. Adaagly, each code delay is searched for only
within the boundaries of the corresponding codeyd&lindow, and the peaks which are not
included in any code delay window are not accoufdedince code delays are searched for
only within the precalculated windows. Whereasnib tpeaks are included in the same code
delay window, one of them obviously does not cqroesl to the proper correlation peak, i.e.,
it does not correspond to a PRN code delay.
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This situation is illustrated in the next figure:
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Fig V-23 : in red : peaks detected after acquisitio ; in blue : New maximum searched for within the ifrst
range

In such cases, the lower peak is eliminated ang tm higher one is taken into
consideration; indeed, it is assumed that the ggopeak is more likely to be a right peak,
not a multipath or a cross-correlation peak. Thisaiso applied if more than two peaks
coincide within the same code delay window.

In figure V-23, three peaks (satellites) were seedcfor. Two of them correspond to
accurate code delays and the third is a crossiatie one. In the window R2 where the 2
delays coincide, the higher maximum is considefée other one is eliminated, and another
maximum is searched for within the R3 window.

Using this identification method is not always pbks In fact, by correlating the
acquisition peaks function with the code delay emndunction, the resulting correlation
function has many maximums corresponding to diffecgrcularly shifted versions of the chi
square function. The proper correlation maximum,jnoother words the right code delay
range shift, corresponds to that of the receiveclcloffset. But finding this value is not
obvious. This is the case since the searched delagt always a maximum of the correlation
function due to a possible presence of cross-airoel peaks. Another mean of identification
could be a correlation of the signal with all theNP codes corresponding to this first group
one by one. The maximum correlation result allomsiélentifying the proper PRN of the
considered acquisition peak. This is possible beedhie exact location of the code delay is
known, thus a classical sequential correlationlmansed rather than using the FFT.
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Other constraints may be considered while pre-grmupghe satellites, such as
considering Doppler frequencies and/or bit traasifpositions. But tests showed that adding
these constraints results in many groups of 1lgatdl also introduces a reduced sensitivity

since a Doppler error is inevitable in this case.

The SOR algorithm flowchart is depicted in figure2¥ next:
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Fig V-24 : SOR algorithm flowchart

The main advantage of the SOR algorithm is to redihe TTFF by reducing the
complexity in comparison to a conventional algarittsince it allows the acquisition of more
than one satellite at once, or in other wordsljaines for a parallel processing of the satellites.
This reduction depends on the number of satelltesxcessed together. Thus the more
satellites per group, the lower the complexity #drellower the TTFF.
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Conversely, having more satellites per group induceeduction in sensitivity, since
the global noise level in the total correlation puitis increased. Consider for example, a
composite GPS signal comprising the signals corfmmim N, satellites, whereN,. is the

number of satellite signals present in the composateived signal. Using a conventional
algorithm to search for one satellite signal resuit one autocorrelation function added to
N, —1 cross-correlation functions. The additive noisecasrelated with only one code.
Using the SOR algorithm, and assuming a grouplgf satellites for example, witiN_,, the
number of locally generated replicas summed togethe incoming signal is correlated with
N,. Doppler compensated replicas. The result is tme stiN, . autocorrelation functions
and N, [ﬂN,ec—l) cross-correlation functions. In this case, theseas correlated with the

sum of the 3 codes. As a result the final noisellév increased. This increase in the noise
level is derived here for the conventional andSI@R acquisition algorithms respectively.

C

loc

- In the case of a conventional algorithm, after cadd Doppler removal the signal can
be written as (considering only the Inphase chararel assuming no code delay and no
front end filtering errors, with a large rectangulauble sided bandwidtB):

{cl cos[27(f, + f,)t]+ %cn cos[27(f, + f, )t ]} E{cl cos[zﬂ(fI + fdl)t]}

n=2

+n, [€; Etos[Zﬂ(f, + fdl)t]

=c [, Et:os{Zn[fI + (fdl - fdl)]t }+ C, DNZ C, cos{2n[f, + (fdn - fdl)]}

n=2

+n, [T, Etos[Zn(f, + fdl)t ]
N

With ¢ cod2r(f, + f,)t]+ Y ¢, cod2n(f, + f, )t ]+n, the composite received

n=2

~

signal with band pass filtered noise, (), f,, the estimated Doppler frequency of C/A

PRN code 1. The double frequency terms are notideresl since they are supposed to
be filtered by the low pass coherent integration.
The useful component of the signal before coheremttegration

is%cl (e, E:os{Zn(fd1 - fdl)t]. The other componen{;—cl D%jcn cos{Zn(fdn - fdl)] imply

n=2
secondary peaks which correspond to the crosstabare between code 1 and the other
N .. —1 codes of the composite replica.

rec

The cross-correlation peaks are negligible if tbevgr difference between code 1 and
the other codes is not very significant. For thiesaf simplicity, they will not be

considered herein, since they are very difficultb® theoretically evaluated. These
cross-correlations are however expected to be gibti compared to the impact of
additive noise. This will be checked out through the simulation results. The noise

: N
power isP, =—-2
' 4T

, as computed in Chapter Il, equation 11-12
p

- With the sum of replicas algorithm, in the caseaotomposite replica withN,,
satellites being acquired together, the signalr aftele and Doppler removal is (again
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considering only the Inphase channel, and assumingode delay and no front end
filtering errors, with a large rectangular doullesl bandwidthB):

{Zc cod2n(f, + f, )t |+ Zc cod2n(f, + f, t]}[Zc 008[217(f + fdn) ]

n=Np¢

+ nf (t)liuccn COiZ]T(fl + fdn)t ]
n=1
= %cn cod2n(f, + f, )t ]Eﬁicn cos[2n(fI + fdn)t ]
n=1 n=1
+ NZ cn cog2n(f, + f, )t ]Eﬁicn cos[Zn(f, + fdn)t ]

+n, EZC cos[Zn(f + fdn) ]
{Cl e, Bcosth(fdl le G 6, EOE{ 2”(fd2 dz)[] ----- +Cy,, By, Rcosth(deoc ~ fun, )‘J}
+;cknz;"0n cos{Zn(fdn— fdk)t ]+n DZC cos{Zn(f + fdn) ]

It can be seen in the previous expression thahencase of the SOR, the resulting
correlation function is the sum of different autarrelation and cross-correlation peaks.
Assuming that the cross-correlation peaks are gieigi, the noise correlation function
is computed in order to calculate its power. Firstve set,

n(t)=n, (t)Dizcn cos{Zn(f, + fdn)t ]
Rn(r)= E[n(t).n(t - r)]
= E{nf (t)Di‘1 c, cos[2n(f, + fdn)t ]Ehf (t —r)Di c, cos[27T(fI + fdn)E(t -7) ]}
=R, (7)C

NZ R, (7) Ed:os[Zﬂ(f, + fdn)n]

+ Z Z R..c. (T)EE{COS[ZIT(fAdn — fy b+ 2n(f, + fdk)r]}

n=1 k=1
k#zn

T
2

The PSD ofn(t), which is the FT of its autocorrelation functiowiéner-Kintchine
theorem), can be written as:

S (f) :lsnf (f)D%ﬁ S, (f) D{J[f +(fI + fdn)]+ J[f —(fI + fdn)]}

The bandwidtiB (>2 MH2z) of the signaln,
order of a fewkH2), leads to:

s.(0 02s, (NS, (et + 1]+ dlr - 1,])

Where S, (f) are the respective power spectral densities oNpe C/A codes used in
the composite replica.

being very large compared tﬁ,n (of the

int
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Recalling thatS, (f):%|HFE(f ) Ola(f + f,)+(f - )], from equation II-11, the
noise PSD becomes:

S, (f) =%|HFE(f)|2 Discn(f)

After demodulation, dispreading and correlatiowr, tésulting noise DSP is:
S.(f)=s,(f)dH (f)° (Wiener Lee)

Where n, (t) is the noise component on the Inphase charmg{t reppesents the low

pass filtering throughout the correlator.
Knowing that S, (f ) with large bandwidthB compared to that of the integrator

bandwidth (/T,), S,(f) is assumed to be constant over the integratorvadttd and
S, (f) becomes:

Si(f) =|Hq () 3, (0)
with Sn(0)=%T|HFE(f)|2 D%scn(f)mf x|Hg, ()|’

Finally, the noise power is:

+00+00

P, _—H|HFE ) DZS (f,) Tof, x|H, ()] oif

—00—00

N to Ioc
=7°r|HFE(nr D, (1) ¢ o, (0 e
_ N,
4_|_ FE | DZS (f) Caf
In the case of a rectangular front end filter,nbese power becomes:
I:)n :&X I\Iloc (V-9)
'AT

p

The result in equation V-9 shows that theoretictily noise level linearly increases with the
number of satellites processed together. Howewer,atgorithm introduces more marginal,
although may be still significant, cross-correlatend autocorrelation off-peaks compared to
the conventional algorithm which may lead to maied alarms. The impact of these peaks is
very difficult to be theoretically derived here,daperformance tests will show if they have a
real impact or not. Let us recall however that gdime AGPS provides a partial solution to
this problem. Indeed, the correlation peaks arecked for within predetermined code delay
windows. Thus all cross-correlation peaks which ocoutside the boundaries of these
windows are eliminated. Hence, the smaller the wival width, the lower the probability of
false alarm.

This increase in the noise level was simulated usitaglab. We conducted a test
where sums of 1, 2, 3, 4 or 5 PRN codes are forrAedAWGN is correlated with these
sums. All possible PRN combinations out of 30 PRides were tested. The number of

combinations ofn PRN codes out of 30 PRN codes is given 8Y°. In other words, all
possible sums of 2, 3, 4, or 5 PRN codes out oBth&®RN codes used in GPS civil signal,
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were tested in order to assess possible affirltg@een codes. Figure V-25 shows the result
obtained. A Doppler range of #8Hz was considered. In other words, each PRN code is
supposed to be affected by a code Doppler withikHb

Moise power ratio for 2,3, 4 or 5 PRMNs in comparison to 1 PRM

prad
o g4 C.° sets with 3 PRN codes

= added together along with

% additive WGN noise in each set

Z 3 Cs’o sets with 2 PRN codes
o .

o 30 . added together along with
at C;" sets with 4 PRN codes 5 qgitive WGN noise in each
o~ added together along with

as “h additive WGN noise in each :

1F C.° sets with 5 PRN codes

added together along with
additive WGN noise in each set

0 I I I
g 10 15

number of possible combinations of 2, 3, 4 or 5 PRMNs out of 30 PRMS w10t

]

Fig V-25: Noise level @, ) for all sets of 2, 3, 4 or 5 satellites, represtd by pseudo noise sequences.
Doppler between+ 5kHz

The first thing to be noted in figure V-25 is thhe number of sets of codes added together
depends on the number of satellites per set. WigatBllites per set, the number of sets is
maximum.

This figure also shows that the mean value of tbgpteaded noise level increases linearly
with the number of codes. Besides, it shows thatithapproximately the case for all possible
PRN sets, and whether the codes are affected vagpBr frequencies or not. In fact, another
test was conducted with C/A code not affected byp@er, and the results obtained were
similar to those presented in figure V-25 above.

The mean noise level is in average multiplied 899.+ 0.309(4.75 dB = 0.358dB) for
groups of 3 satellites, by 3.998 + 0.5dB + 0.13dB) for groups of 4 satellites, and by 4.996
+ 0.75 (6.981B = 0.655dB) for groups of 5 satellites.

Signals at 41.5 and 26.8BHz respectively, obtained with a Spirent STR4500
generator were used to validate these theoretalales of the reduction i€/N, using the

SOR algorithm. The results are illustrated in fey(f-26 next.

143



Chapter 5 — Advanced AGPS acquisition techniques

Average reduction in C/NO as a function of the number of satellites per group
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Fig V-26: Reduction in C/N, as a function of the number of satellites per grqu

In conclusion, the performances of the SOR algoridre expected to depend on the
number of satellites processed in parallel. In faicitroduces some losses in tB¢N, which

greatly depend on the number of satellites per grolese losses increase for increasing
number of satellites per group. Thus a compromisstrbe set in order to have the best
correspondence between the reduction in sensit@witlthat of the TTFF. An upper limit for
the number of satellites per group may be adoptedder to limit the loss i€/ N, ratio.

An implementation of the SOR algorithm based ondiassical FFT algorithm is shown in
figure V-14. The Sum after FFT-IFFT algorithm cadscabe used. A further optimisation
consists in introducing the transverse FFT algoriths the acquisition method. This
significantly enhances the SOR performances condptreéhe classical SOR algorithm as
will be shown in the next chapter.

The Sum before algorithm cannot be implementediwitiie SOR algorithm since the signal
must be Doppler compensated before coherent summuigvith the SOR different Doppler
compensations must be made since it deals with sai®jlites at once. Thus it is not possible
to use the Sum before. Results obtained with thB 8&sed on a classical FFT scheme were
not quite satisfactory. A further optimisation wesnsidered: as for the “mono-satellite”
algorithms, a first satellite is acquired at theibhaing. Precise time and Doppler info are
computed. And the other satellites are acquiredieasribed here but without Doppler search.
Such implementation of the SOR algorithm avoidsaeag for the right satellites code delay
pattern, since the first group only contains ortelbge.

V.9 Conclusion

This chapter focused on describing different softwgechniques to improve the
classical GPS acquisition process. The improverasséntially deals with the TTFF, while
trying not to dramatically affect the receiver séngy. Each enhancement was theoretically
described, and analysed through the presentatits aflvantages and drawbacks.
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The first algorithms acquire the satellites oneodog and enhance the acquisition of
each satellite, whereas the last method, SOR, @syumore than one satellite at once thus
allowing for reduction of complexity by eliminatingedundancy between the iterations
needed to acquire different satellites. This ingplibat there are possibilities for mixing
between these methods and the last one, as & sage for the optimised SOR algorithm.

A small optimisation can be introduced to the "maatellite” algorithms compared to
their basic implementation. It consists in genagatihe code replica once and for all at the
beginning of the acquisition process, instead ofegating it at each iteration, i.e. for each
frequency bin and each non-coherent accumulatidassi¢ally this is done in order to
compensate for the code Doppler. But this may rdtkeperformed in the frequency domain
in the advanced algorithm. Thus the code is geaérand translated to the frequency domain
at the beginning, and only a multiplication by angbex exponential is performed within the
loops to compensate for the code Doppler. Thisnupétion is a result of the time shift
property of the FTQ’Driscoll, 2004.

According to the operational environment, one esthmethods may be more efficient
than the other. Namely, in open areas, the GPSalsigngenerally strong enough, that the
receiver sensitivity is not the main issue, bus the complexity and hence the TTFF which is
of primal importance. In such cases sensitivity rhaysacrificed on behalf the computation
speed.

Note that an advantage of the FFT is to computedineslation for the possible code
delays at once. However in the context of a bditee synchronisation between the GPS
receiver and the GSM base stations, the FFT woatdbe needed, since very few chips
would have to be explored.

The next chapter reports on a specific set of exygarts conducted to compare these
algorithms with each other while highlighting thesspective advantages and drawbacks. The
results will lead to pointing out the algorithm(shich represent the best compromise
between sensitivity and complexity issues for tiffeeknt GPS operational environments.
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Résumé du chapitre VI

Les performances des différents algorithmes ptésgorécédemment au chapitre V,
sont comparées en termes de sensibilité et de tdenpalcul.
Ces performances ont été évaluées a l'aide desnptnes suivants : la durée d’intégration
cohérente T,) , le nombre d’accumulations non-cohérentlek)( le rapportC/N, du signal

entrant, les cases Doppler a tester, et I'incelditaur la position de récepteur (déterminée a
l'aide des données d’assistance).

Trois types de tests ont été réalisés pour étlitignact de ces paramétres : les deux
premiers tests comparent la complexité des algonath(en termes du nombre d’opérations
arithmétiques et du nombre de cycles du processe¢lelr sensibilité (en termes du rapport

C/N,), respectivement pour une les mémes valeur§ deM , et des incertitudes sur la
position et le I'information temporelle fourniesrpa réseau cellulaire.

Le troisiéme test se focalise sur les limites deslité des algorithmes, tout en évaluant a
chaque fois le temps de calcul.

Pour les tests de sensibilité, les signaux usilmdt été générés a l'aide du générateur
de signal GPS Spirent STR4500, a une fréguencdarditionnage de2.046 MHz . Chaque

signal étant compris de 9 satellites visibles ayamhéme rapporC/N,. Plusieurs signaux
avec des rapport€/N, differents ont cependant été générés pour éthintipact de ce
parameétre sur les performances de I'acquisition.

Dans tous les tests, les satellites ont été damsgant leurs angles d’élévation. Pour
des signaux relativement fortdZdBHz et 27 dBHz), les satellites ont été classés par ordre
d’angle d’élévation décroissants. De cette facanpiobabilité d’acquérir en premier un
satellite fort est plus élevée, pour garantir uokit®n plus rapide. Pour les signaux faibles
(17dBHz), concernant par exemple des environnement®iadtes satellites ont été classés
de sorte que le satellite ayant un angle d’élémasiotour de 60° soient les premiers a étre
acquis. Les autres sont choisis aléatoirement.

Les résultats des tests réalisés montrent quiassification des algorithmes suivant
leurs performances dépend principalement de laeddiétégration cohéerentel,. Cela
signifie que cette classification ne dépend pasolmbre d’accumulations non-cohérentes,
M . En effet, la complexité des algorithmes est dirant linéaire en fonction di&l , mais
non linéaire en fonction d&,. Un T, plus grand induit un plus grand nombre de blocs de
données a traiter pour l'intégration cohérente,eaud’autres termes le couple d’opération
FFT-IFFT ; et en paralléle, plus de cases Doppkxporer, résultant ainsi en une complexité

accrue. Mais urM plus grand induit uniquement un plus grand nonaerélocs de données
a traiter.
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Pour unT, >7ms - necessaire pour des environnements séveresgdafiats ont

montré un avantage net de la FFT transverse saukess algorithmes, car elle présente une
complexité minimale, et en méme temps ne condgitapdes pertes en sensibilité.
L’algorithme de la FFT transverse est suivi pargbaithme de la sommation avant
corrélation.

Pour unT, <7ms, l'algorithme de la sommation avant correlatiort &s plus
performant, suivi par la FFT transverse.

Pour unT, =1ms, l'algorithme de la FFT shift est le plus efficadeest suivi de

lalgorithme de la sommation avant corrélation. EBT transverse n’est plus que I&"%
algorithme en termes de performances en acquisiti@hgorithme de la sommation apres
corrélation a des performances comparables a lithgoe de la FFT classique, voire méme
pires dans certains cas.

En ce qui concerne l'algorithme SOR introduit dares manuscrit, il peut étre
relativement plus intéressant quail et T, sont présélectionnés indépendamment de la

valeur du rapporiC/N, , donc en d’autres termes si ces deux paramebregsiégerement
surestimeés.

Finalement, en termes d’occupation mémoire, lgerdhmes de la sommation apres
et avant corrélation ont des besoins en mémoireszasaibles, alors que I'algorithme de la
FFT transverse est plus contraignant en termes &mwaaine. Il est a noter que I'algorithme
SOR est basé sur la FFT transverse pour I'acouisdu premier satellite, et I'algorithme de
la sommation apres corrélation pour Il'acquisitioas dautres satellites. Ceci rend cet
algorithme aussi contraignant qu’en mémoire queHa transverse.
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This chapter reports on a set of experiments cdedum evaluate and compare the
performance of the algorithms described in Chaygtefhe algorithms performance analysis
will be conducted in terms of both sensitivity apacessing time (directly related to the
TTFF). As explained previously, these two paransetme the key drivers for acquisition
performance analysis, and their importance depeads the considered operational
environment. For rural environments, the main dijecis the reduction of the TTFF, since
there are no sensitivity problems: a suitable smhuthust essentially reduce the TTFF, even if
it introduces some tolerable losses in the fi@AN, (since in such environments the signals

are rather strong). On the other hand, for urbahiadoor environments, the solution to be
adopted attempts to find the best compromise betwbe TTFF and sensitivity, thus
providing a fast solution without penalising sengly. The TTFF being directly related to the
algorithm complexity, and since the algorithms mn@lemented using Matlab, the TTFF is
not directly estimated, and the algorithms aregmatdompared in terms of complexity.
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One of the proposed algorithms presented in Chapterthe SOR $um Of Replicgs
algorithm [EI Natour et al., 2006a We recall that this “multi-satellites” algorithenhances
the TTFF by computing more than one satellite &eothe received signal is correlated with
a sum of locally generated replicas rather thamdeiorrelated with only one. The other
algorithms are all "mono-satellite” algorithms, mieg that the satellites are searched for one
after another. They involve enhancements in the HTiRat depends on the algorithm
complexity, compared to the conventional algorithwith no or negligible loss in sensitivity.
The main idea behind these algorithms complexityuctéon is to carry out coherent
integration by coherently summingnis correlation results regardless of the total cahere
integration duration instead of processifigms of signal at once as is the case for the

classical FFT algorithm. The Transverse FFT alparitintroduces further optimisation by
considering the signal phase to be constant operiad of Imsand for small Doppler shifts
to further reduce the complexity. The SOR was ldsiamplemented using the sum after
FFT-IFFT algorithm. Yet, it can be optimised byh@t applying the transverse FFT algorithm
as acquisition process to optimise the acquisibibthe first satellite; the other satellites still
being acquired using the sum after FFT-IFFT algarmit Only the results obtained with the
optimised SOR algorithm are presented here, simeenbn-optimised one yielded very bad
performances. (Recall that the transverse FFT I wsed to optimise the acquisition of the
first satellite, since no Doppler search is useddquire the other satellites.)

Let us note that, the results obtained with theaye correlation algorithm were not
satisfying, especially in terms of sensitivity agplkained in Chapter 1V; so they will not be
presented here neither.

Besides, recall that all of these algorithms argetaon the Assisted GPS concept to
improve their false detection ability. Thus, thderence time is known with a2s
uncertainty, the reference position uncertaintyeshels on the transmitting GSM cell size, and
the Doppler search range is 82 kHz (refer to Chapter IV § 1V.2.2). This uncertainty the
Doppler search range is due to the receiver clotkahd user motion induced Doppler (the
satellite motion induced Doppler is accurately ghdted using the AD). The remaining
Doppler component is the same for all of the s#étslicomprised in a particular signal.
Consequently, the acquisition of the first satellg enough to remove this uncertainty. Thus
no frequency search is required for the other lgatel

The algorithm performances were evaluated basedditiarent parameters: the
duration of the coherent integratioifi ), the number of non-coherent accumulatioiv )(
the incoming signalC/N, , the Doppler frequency bins to be tested, andutieertainty on
the receiver position (determined using the AssisteData).

Three types of tests were conducted to study thmaatof these parameters: the first
two tests compare the algorithms complexity (imt&of number of arithmetic operations and
number of processor cycles) and sensitivity (im&of loss inC/N, ), respectively, for the
sameT,, M, position and time uncertainties. The third ortherfocuses on the sensitivity

limits of the algorithms, while evaluating the rkgg processing time. These tests are
explained in detail in the subsequent sections. Gé® compromise solutions are derived
based on the results, with some concluding remfailsving.
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For sensitivity tests, the signals used were gée@rasing a SPirent STR4500 GPS
signal generator and an NI-6534 acquisition carith & sampling frequency 2,046 MHz .

Each signal is comprised of 9 visible satelliteshat sameC/N,, ratio. The overallC/N, is

different from one signal to another in order tsess the impact of this ratio. We have
considered a static user only.

In all of the tests, the visible satellites aretsgrbased on their elevation angles. For
relatively strong signals (typical of rural and anbenvironments42 dBHz and 27dBHz),

the satellites are sorted and searched for fronhitfieest down to the lowest. This is a way to
increase the probability of having the strongeghais processed at first to guarantee faster
solution availability, which is in accordance witsults obtained in Chapters Ill and IV. For
weak signals, referring to indoor environments, shtellites were rather sorted such that the
first satellites to be acquired are those havingvation angles around 60°, once again
according to results obtained before. The othexsamdomly chosen.

Part of the results presented in this chapter Wwa®bject of a papeE|[ Natour et al.,
20064 presented at the GNSS ION 2006 meeting.

VI.1 Complexity evaluation and comparison

The TTFF is evaluated using similar conditions &r of the algorithms. Different
values of coherent and non-coherent durations asasidered: M =10, 20,... 500

T, =0.001 0.002... 002 (sec). The Doppler frequency search rang({e—iQ kHz 2 kHz]. For

each algorithm, the number of arithmetic operatiamsiltiplications and additions, to be
carried out through out the acquisition were codnlighe complexity was also quantified in
number of cycles needed using a TM 320 C64x procefss illustration purposes. Nine
satellites are assumed to be visible to the recalueing simulations. The SOR algorithm
complexity was evaluated for different numbers ateHites per group: 2, 3 or 4 satellites per
group. Recall that a first satellite is always aceghalone at the beginning. Figures VI-1, VI-
2, VI-3, and VI-4 illustrate the number of additonmultiplications, the joint number of
additions and multiplications and the number of leycneeded for the “classical FFT”
algorithm, the “sum after FFT-IFFT”, “sum before =H-FT”, “Transverse FFT”", “FFT
shift”, and the optimized SOR algorithm with eitt#®r3 or 4 satellites per group. The number
of operations and cycles are represented on theszia a logarithmic scale: the unit
represented on the z-axis is the power of 10 ofrtreenumber (of operations or cycles). In all
these figures, the higher the curve, the highemtlmaber of operations or processor cycles
needed, the higher the algorithm complexity andhighker the time needed for acquisition.
Following each figure, that is for each comparisamjassification of the algorithms in terms
of complexity is proposed.
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Mumber of additions versus coherent and non-coherent integration duration
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Fig VI-1 : Number of additions carried out during acquisition for the different algorithms, with 9 satellites in view

As for the number of additions, for high valuesTgf the algorithms can be classified

in the following order in terms of number of addris (from the best to the worst): transverse
FFT, SOR with 4 satellites per group, 3 satellgesgroup, 2 satellites per group, sum before,
FFT shift, classical algorithm, sum after algorithm

Transverse FFT (best)
SOR (4 satellites per group
SOR (3 satellites per group
SOR (2 satellites per group

Sum before
FFT shift
Classical algorithm
Sum after algorithm (worst

Tab VI-1: algorithms classification in terms of rumber of additions for high T, from the best to the
worst

For lower values ofT ), this classification is not the same. The Sum teefeFT-IFFT for
example, is better than the SOR (for lower value§ 9: it is better than the SOR with 3
satellites per group foff, <10ms, and better than the SOR with 2 satellites peugrfor

T, <12ms. Details on the algorithms classification for la&lues of T, will be provided
later on, using zoomed in curves.
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Mumber of multiplications versus coherent and non-coherent integration duration
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Fig VI-2 : Number of multiplications carried out during acquisition for the different algorithms, with 9
satellites in view

In terms of number of multiplications also the altjons can be classified as before for high
values ofT . But for lower values off,, the Sum before algorithm becomes better than the

SOR algorithm only foif, <5 mscompared tol, <12ms in terms of number of additions.

The curves of figures VI-1 and VI-2 have approxiehathe same shape. Globally, the
SOR algorithm is more comparable to the Sum befme@ the transverse FFT algorithms;
whereas the Classical, the Sum after and the FHT aborithms are more comparable to
each other. These differences may be accentuatedlegreased according to the
implementation of addition and multiplication op#was in a given processor. In the TM 320
C64x processor for example, an addition needs royekes than a multiplication. Hence the
differences shown in these figures between theridges may be more or less important
when the number of operations is translated in remolb processor cycles which provides a
more uniform and coherent view of the algorithmsnptexity than the total number of
arithmetic operations. For this reason, the nestlte are conducted using this parameter.

Figure VI-3 next, shows a comparison of the al¢pon$ performance evaluated in terms

of number of cycles needed by a TM 320 C64x pramess perform the acquisition of 9
visible satellites, for different values &4 andT,.
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Mumber of cycles versus coherent and non-coherent integration duration
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According to figure VI-3, the algorithms overalbskification for high values dF, is also as
before: transverse FFT, optimised SOR with 4 stgslper group, 3 satellites per group, and
2 satellites per group, Sum before, FFT shift, §lad algorithm, and Sum after algorithm.
As for the SOR algorithm, the difference in comjitleketween having 2, 3, or 4 satellites per
groups is not very significant in this figure. & however faster than the Sum after and the
Classical algorithms, but it is still slower thamettransverse FFT, and the Sum before
algorithms forT =14 ms.

A closer view of figure VI-3 shows different intexgions of the different algorithms
curves edges especially for relatively small coherdurations. To best view these
intersections, we plotted the number of cycles adddr each algorithm as a function B
for a given value off,, and as a function of, for a given value oM respectively.

Figures VI-4 and VI-5 illustrate the number of ®&lneeded forM =10 and
M =500as a function off ;.
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Fixed M : 10 or 500, variabIeTp

Number of cycles versus coherent integration duration, M= 10
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Number of cycles versus coherent integration duration, M= 500
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Both figures VI-4 and VI-5 have the same shape mngathat the algorithms complexity
classification is the same whatever the valueMof The complexity variations, or in other
words the algorithms complexity classification ordgpends on the coherent integration
duration. In these figures, we can find again that Sum before starts to be worse than the
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SOR algorithm forT, =210ms. It is worse than the SOR with 2 satellites peougr for
T, 214ms. Another interesting intersection can be seen éemwthe Sum before and the

Transverse FFT algorithms af, =7 ms. In fact below this value, the Sum before is more

beneficial, whereas the transverse algorithm isemateresting for coherent integrations
higher than7 ms. The FFT shift algorithm has complexity closethe classical and the sum

after algorithms than to the other algorithms.

Many other intersections appear for low valued pf Figure VI-7 next shows a zoom
of figure VI-6 at low values of .

Number of cycles versus coherent integration duration, M= 10
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Fig VI-6 : zoom on figure VI-5

As it can be seen in figure VI-6, fof, =1ms, the Classical and the Sum after algorithms

have performances comparable to the Sum beforeithligp and are slightly better than the
SOR and the transverse FFT algorithms. However, dtier algorithms (Sum before,
Transverse FFT and optimised SOR) start to be m@alefor T, >2ms. The FFT shift has

the lowest complexity foif, =1ms. As T, becomes higher, the algorithm performances are

gradually degraded, and fdi, = 4 ms, it is only better than the Classical and the Siter
algorithms, and worst than all the others.

Fixed T,: 1ms and 20ms, variable M.

According to figures VI-4, VI-5, and VI-6, the algihms complexity variations are
the same for all values ol , but not for all values of ;. Consequently, figures VI-7 and VI-
8 depict the number of cycles needed as a functiad for given values off . Figure VI-7

is plotted forT, =1 ms while figure VI-8 gives the results fdar, =20ms.
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Number of cycles versus non-coherent integration duration, Tp= 0.001
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Fig VI-7 : Number of cycles versus non-coherent iigration for T =1ms

Number of cycles versus non-coherent integration duration, Tp= 0.02

o
P '
B 105 oo AT T e
=
E
= 10 - B e e T R A ML -
) ) BEE"EEE.D
=2 | L et o B LT
T I < T [ K IR L Loy WA e B s LR Ll
[ix)
o
O 95§ /-t —memegEE ST o~
=
[
B
4
@ —— Sum after
] 9 [l
e B Sum before
g mrme—- Transverse
Shift
a5l SOR (2 sats/gr) i
S SOR (3 sats/gr)
Egﬂ —+H— SOR (4 sats/gr)

460 4\130 500
Fig VI-8 : Number of cycles versus non-coherent irgration for T, =20ms

Figures VI-7 and VI-8 have completely different pbs, as opposed to figures VI-4 and VI-5.
In figure VI-7, the FFT shift algorithms have th@mmMest complexity. It is followed by the
Classical and the Sum after algorithms. Indeed, atieanced algorithms are essentially
optimised to speed up the coherent integrationgeficThe Classical algorithm complexity
increases with the coherent integration duratiam;esthe number of samples processed by
the FFT-IFFT couple, is greater. This is not theeckor the other algorithms since they all
process only2ms of signal at once regardless of the coherengrate®n duration. For a
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coherent integration oveims their complexities are worse than that of the s€itzal

algorithm since they induce more complex processwigle trying to shorten the coherent
integration time. This also explains the globalré@ase of the differences between the
algorithms with increasing values of the coheratggration duration. Note that in this case
the SOR algorithm has the worst performance. For 20ms, the transverse FFT has the

lowest complexity, followed by the SOR and the Shbefore algorithms respectively. The
Classical and the Sum before algorithms have thstvperformances.

The Sum after FFT-IFFT algorithm is surprisinglyt faster than the Classical one: it is
comparable and even slightly worse in some cadds.chn be explained by the fact that for
each correlation result dims, 2ms of signal are considered for the Sum after allori
(2ms of signal are used to emulatelans linear correlation by performing 2 ms circular
correlation using the FFT technique, refer to Ceapt for more details), compared 1ons
for the Classical algorithm; this means that thenSafter algorithm processes twice more
signal samples than the Classical one. The difteren computation is not however twice
between the two algorithms implying a reduction damplexity using the Sum after
algorithm, else it should need twice more time. Bug complexity reduction is not enough
for the Sum after algorithm to be better than thas€lical algorithm. Yet, as explained in
chapter V, this linear correlation is importantaioid data bits edges withinlans of signal,

and simulations showed that it was harder to aeggignals without using this technique (in
some cases, signals could not be acquired at all).

Conclusions

- Globally, the SOR algorithm is more comparable be tSum before and the
transverse FFT algorithms; whereas the Classibal,.Sum after and the FFT shift
algorithms are more comparable to each other.

- The increase in complexity is as expected moreitbendo the increase of the
coherent integration duration, than to the non-ceieaccumulation increase.

- The largest difference in complexity performanceesn between the Classical FFT,
the FFT shift and the Sum after algorithms on ade,sand the other algorithms on
the other side, where the Classical, the FFT gmift the Sum after algorithms are
always less performant, except fot ms coherent duration.

- No algorithm was found to have the best performamederms of processing cost in
all cases. The latter mainly depended on the valltiee coherent integration.

The algorithms complexity classification as a fumatof the coherent integration is

summarized in table VI-2 below from the best to wWwst (according to the results obtained
before). Recall that this classification is the sdor all values oM.
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T,=1ms |2ms<T, <7ms|7ms<T <1Ims|1Ims<T,6<12ms/12ms<T <14ms| T, <l4ms
FFT shift Sum before | Transverse RHTansverse FF[ITransverse FFITransverse FFT
Sum before | Transverse EETSum before SOR (4 satellit¢gSOR (4 satelliteSOR (4 satellitg
per group) per group) per group)
Classical, SUMSOR (4 satellit¢SOR (4 satellite SOR (3 satelliteSOR (3 satellite
Sum before
after per group) per group) per group) per group)
SOR (4 satellitgSOR (3 satelliteSOR (3 satellitgSOR (3 satellite SOR (2 satellite
Sum before
per group) per group) per group) per group) per group)
Transverse FF]SOR (2 satellitgSOR (2 sateilesSOR (2 satelliteSOR (2 satellitg Sum before
per group) per group) per group) per group)
SOR (3 satellitg Classical Classical Classical FFT shift FFT shif
per group)
SOR (2 satellite oy FFT shift FFT shift Classical Classical
per group)
Sum after Sum after Sum after Sum after Sum after

Tab VI-2 : algorithms complexity classification asa function of T, from the best to the worst

The threshold values df, given in this table may differ from one procesgpanother. But
they still give an order of magnitude of these ealu

V1.2 Sensitivity evaluation and comparison

In this test, 3 signals with differen€/N, are studied:42, 27 and 17 dBHz
characteristic of a rural, an urban or an indoorirenment, respectively. For ead®/N, ,
values of T, and M are chosen large enough such that all of thelisesetan be successfully

acquired, i.e., there is no acquisition problentse Tocus is only brought on the reduction of
the C/N, value induced by each algorithm in the contexa sficcessful acquisition. A signal

is said to be successfully acquired if the corretamaximum corresponds to the right code
delay and Doppler values (found using an OEM resagiv

The algorithms are implemented with Maffafrhe values off, andM are set to be

the same for all of the algorithms, for the sakeahparison. Table VI-3 shows the values of
T, andM chosen for each value of tH&/ N, ; accordingly a value of the GSM cell radius

was chosen also depending on the correspondingoamvent type. The user position
uncertainty @Ax) is in each case equal to the considered GSMradils Changlin Ma,
2003.
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C/N, (dBHz) 42 27 17
T, (m9 4 10 10
M 5 15 230
Ax (km) 30 10 1

Tab VI-3: parameters used for the sensitivity evalation test

Depending on the value of tl@/ N, , all or some of the visible satellites are asslime

to be needed in order to compute a position. lrerotords, in rural areas all the satellites
viewed by the signal generator as visible (withvat®n angle between 5° and 175°) are
acquired since they are all supposed to be visblibe receiver. (However, in) In urban or
indoor environments, not all the satellites visilslehe sky are visible to the receiver due to
the presence of obstacles such as buildings. Isetltases only part of the satellites are
acquired. The number of satellites acquired is ehdmmsed on results obtained in Chapter IV.

The time uncertainty is kept at2 s. The results obtained are presented next.

Vi.2.1 Rural environments

In this case, we assume the received signal taffieiently strong, with a
C/N, C 42dBHz. T, andM are such thal, =4 ms, andM =5 respectively. The cell

size, or in other words the initial position unegmty, is Ax =30km

The estimatedC/N, ratios obtained in this case for each of the dgms are
illustrated in figure VI-9 next.

Tp=4ms, M=5, C/N0O=42dBHz, delta_x=30km
Estimated C/NOs
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42
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38

37

36

35

34

class sum after sum before  Transverse FFT SHIFT SOR opt(2 SOR opt(3
correlation correlation sats/gr) sats/gr)

Fig VI-9: Estimated C/ N, for a signal of 42 dBHz, with fixed M and Tp
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Figure VI-10 below illustrates the number of ari#ftia operations and cycles needed
for each algorithm, normalized with respect toc¢leessical algorithm.

Relative number of operations and cycles performed by the different
14 algorithms, with respect to the classical algorithm (42dBHz)
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Fig VI-10 : Number of operations and cycles needeftr the values of M and Tp used here

Figure VI-10 shows that the Sum after correlati®am before correlation and transverse FFT
algorithms have approximately the same performascéhe Classical algorithm (the small
increase in sensitivity noticed in the case ofSben before correlation and the transverse FFT
algorithms is due t&/N, estimation errors because the signal used foestimation is very
short). An average power loss of lower thamB is noticed for the FFT Shift algorithm
compared to the Classical algorithm.

As for the optimised SOR algorithm, it introducesignificant loss in the estimated
C/N, which increases with the number of satellitesgreup, as was expected in chapter V.
The average in the case of 2 satellites per gapproximately 8B which is in accordance
with the theoretical value predicted in ChapteiFdr 3 satellites per group the average loss is
approximately 5dB compared to the theoretical value of 4dB. The small differences
between the values of the loss in 8¢&N, ratio found here and their theoretical values, is
due to the presence of cross-correlations which raaglomly have a negative or a positive
effect. However, it can be concluded that the tl@moise is the most important parameter
for the estimation of the final/N, value. Cross-correlations only play a negligitadker

The same test is repeated next with a signadlfdBHz.
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VI1.2.2 Urban environments

In this case, the signal parameters a@:N, [ 27dBHz, T,=10ms, M =15,

Ax=10km
Tp=10ms, M=15, C/N0=27dBHz, delta_x=10km
Estimated C/NOs

30
25 —]
20 —] L
15 — L
10 — ||

5 — —

0

class sum after sum before Transverse SHIFT SOR opt(2 SOR opt(3 SOR opt(4
correlation correlation FFT sats/gr) sats/gr) sats/gr)

Fig VI-11: Estimated C / N, for a signal of 27dBHz, with fixed M and T,

Relative number of operations and cycles

Relative number of operations and cycles performed by the different
algorithms, with respect to the classical algorithm (27dBHz)
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Fig VI-12 : Number of operations and cycles for thevalues of M and T, used here
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It can be noticed here that more satellites peugraere tested for the SOR algorithm,
namely 4 satellites per group. In fact, for a lowercertainty on the user position more
satellites can be grouped together since the celisy dvindows estimated using the AD are
narrower and more satellites can be treated at ovitteout intersection between these
windows. This is why groups of up to 4 satellitas be formed.

The results of this test meet with those of thevipes test: the "mono-satellite”
algorithms have sensitivities comparable to thesital algorithm except for the FFT shift
algorithm (loss ofC1dB). With the optimized SOR algorithm, losses in @y, ratio also

increase with the number of satellites per groupe @verage loss is again approximately the
same as that predicted in theory.

VI.2.3 Indoor environments

The signal parameters for this case &#N, C17dBHz, T,=10ms, M =230,
and Ax =1km,

The results obtained for a signalladBHz, echoed those obtained previously, except
for the FFT shift. They are illustrated in figuré-Y3 below.

Tp=10ms, M=230, C/N0=17dBHz, delta_x=1km
Estimated C/NOs

18

16

14
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10

class sum after sum before Transverse FFT SOR opt (2 sats/gr)

Fig VI-13: Estimated C / N, for a signal of 17dBHz, with fixed M and T,
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Relative number of operations and cycles performed by the different
algorithms, with respect to the classical algorithm (17dBHz)
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Fig VI-14 : Number of operations and cycles needefdor C/N, 017 dBHz , T,=10ms, M =230

In this case, the FFT Shift could not provide tightr Doppler and code delay for signals at
17 dBHz, even for higher dwell times up 8s.

The sum before as predicted in Chapter V, did ndtce any loss itC/N, in any of

the tests. The same goes for the transverse FRieRa small increase in the sensitivity is
noticed for this algorithm and the other "mono-efiaé” algorithms. This is explained by the
use of 2ms of signal for 1ms of correlation.

Conclusions

- Gathered results of the complexity and the seiisititests show that in similar
conditions, the "mono-satellite” algorithms haveraximately the same sensitivity
performance as the classical algorithm.

- An exception is made for the Shift algorithm whintroduced an approximate loss of
1 dB, and could not deliver the right correlation péatkweak signals (1dBH2).

- As for the optimised SOR algorithm, significantdes in sensitivity were observed.

- The optimised SOR complexity results (refer to fegll-3) showed little difference
for different number of satellites per group (orather words different number of
groups processed), whereas the loss greatly iresesith the number of satellites per
group. Consequently, in this case, groups of 2lgatemust rather be considered in
order to limit the loss irC/N, ratio.

One way to compensate for these losses is to madoeger blocks of signal. But this
may increase the acquisition time needed. Thishig firther tests were conducted in order to
compare the minimum time needed for each of thégeritnms to successfully acquire a
signal with a giverC/N, . These tests are described next with the resbttsreed.
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VI.3 Sensitivity limit performance evaluation

This test considers the same signals with the thhegacteristicC/N, ratios. The

focus is put on the minimum time needed for eagoréghm to successfully acquire a signal
with a givenC/N, . The coherent integration duration is the samelioof the algorithms, in

order to insure that the number of frequency based is the same, for the sake of fair
comparison between the algorithms. It is mainly nobenber of non-coherent integratidn
which is optimised. The minimum requiréd is searched for each satellite for each of the
algorithms. The final value held fdvl is the one that insures a successful acquisitoraf
predefined number of satellites. It representsriean value over ten tests (we could not
conduct more tests due to lack of time). The uag&st on the user position is again chosen
according to the considered/N, . The parameters used for this test are illustratewble

Vi-4.

C/N, (dBHz) 42 27 17

T, (m9g 1 4 10

M Variable Variable Variable
Ax (km) 30 10 1
Number of sate_llltes 9/9 2/9 4/9
successfully acquired

Tab VI-4: parameters used for sensitivity limit teg

The choice of the number of satellites successhgiyuired for eaclt/N, value was
based on results obtained in chapter IV.

VI.3.1 Rural environments

The parameters used in this case &N, 042dBHz, T, =1ms, Ax=30km

In this experiment, the minimum value Mfneeded to successfully acquire 9 satellites
out of 9 visible satellites is first evaluated ahd resulting algorithm complexity in terms of
arithmetic operations is reported here. Siddewill be different from one algorithm to
another, the observation time of the signal usedaégjuisition will also be different; hence,
the signal observation time is further considerdgernvcomputing the final acquisition time.
Only the acquisition complexity is computed heréemms of number of arithmetic operations
and processor cycles, reconsidering the TM320 Q8déxessor. The results are depicted in
figures VI-15 and VI-16.
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Minimum relative number of operations and cycles performed by the
different algorithms, with respect to the classical algorithm (42dBHz)
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Fig VI-15: Minimum number of additions and multipli cations needed by each algorithm to acquire a 9
satellites signal at42dBHz

Tp=1ms, C/NO=42dBHz, delta_x=30km
Estimated C/NOs
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correlation correlation

Fig VI-16: Estimated C / N, for a signal of 42 dBHz, with fixed T,

The "mono-satellite” algorithms are still much mooenparable to the classical one in
terms of sensitivity, which is compatible with réswbtained before.

In terms of acquisition time also, they all havétéreperformances than the Classical
algorithm. This is because this test was conductgidg alms coherent integration as

explained before. Note however, thatTat=1ms, and for equal values &, the Classical
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and the Sum after algorithms had performancesrisiae the others in terms of complexity.
This is not echoed in the result of figure VI-18déed, the Classical algorithm needed longer
non-coherent accumulations to provide a successfquisition. This result highlights the
need for linear correlation to enhance the algorglsensitivity.

The SOR algorithm does not appear to be interestiradj in this case since it worsens
the sensitivity by introducing losses and needsentione to acquire at once. In fact, the loss
in the C/N, could not be compensated by longer integratioriBowi increasing the overall

time needed.

VI.3.2 Urban environments

The parameters used a@/N, 027 dBHz , T, =4 ms, Ax=10km

This test has been conducted with the assumpt@notly 7 satellites out of 10 are
needed to be successfully acquired in this casge(ban results presented in Chapter V).
Thus, the minimum value d¥l retained is that corresponding to a successfuliatipn of
the first 7 satellites tested. Recall that thesellgas are chosen out of all the visible satedlit
such that they have the highest elevation angles.résults are illustrated in figures VI-17
and VI-18.

Minimum relative number of operations and cycles performed by the
different algorithms, with respect to the classical algorithm (27dBHz)
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Fig VI-17: Minimum number of additions and multipli cations needed by each algorithm to acquire a 10
satellites signal at27dBHz
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Tp=4ms, C/NO=27dBHz, delta_x=10Km
Estimated C/NOs

29

28 |

27 —

26—

25 |

24 |

21

class sum after sumbefore Transverse FFT FFT shift SOR opt (2 SOR opt (3
correlation correlation sats/gr) sats/gr)

Fig VI-18: Estimated C/ N, for a signal of 27 dBHz, with fixed T

In this experience the "mono-satellite" algorithare faster than the Classical one,
except for the Sum after correlation. The transy&iBT is the most interesting in this case.
The Sum before is the closest in terms of spedledransverse FFT, and they both do not
present anyC/N, losses. The optimised SOR needs more time bubig interesting than in
the previous case. It is still however less intigngsthan the Sum before and the transverse
FFT algorithms.

VI1.3.3 Indoor environments

The parameters used here &N, C17dBHz, T, =10 ms, Ax=1km.

The number of satellites to be successfully acquiseset to 4 in this experiment,
which corresponds to the minimum number of saésllheeded to compute a position, since
the availability in weak signal environments is ajw very low. The results are presented
next.
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Minimum relative number of operations and cycles performed by
the different algorithms, with respect to the classical algorithm
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Fig VI-19: Minimum number of additions and multipli cations needed by each algorithm to acquire a 10
satellites signal atl7dBHz

Tp=10ms, C/NO=17dBHz, delta_x=1Km
Estimated C/NOs
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Fig VI-20: Estimated C / N, for a signal of 17dBHz, with fixed Tp

Here, the FFT Shift algorithm did not yield accerag¢sults. And the best solution appears to
be the Transverse FFT algorithm followed by the Sfiore algorithm.

Conclusions

- In terms of sensitivity, the "mono-satellite” algbms are much more comparable to
the classical one, which is compatible with resalitained in the previous tests.
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- In terms of acquisition time, they all have betparformances than the Classical
algorithm and the Sum after FFT-IFFT algorithm.

- The need for linear correlation to enhance therdlgos sensitivity was highlighted,
since in rural environments, the Classical algomitheeded longer non-coherent
accumulations to provide a successful acquisition.

- The SOR algorithm was not very interesting in thest since it worsens the
sensitivity by introducing losses and needs mane tio acquire at once.

- Inindoors, the best solution appeared to be th@swerse FFT algorithm followed by
the Sum before algorithm

V1.4 Memory requirements for each algorithm

A quick overview of the memory requirements for leaadgorithm shows that the
transverse FFT and the SOR algorithms (since lased on the transverse FFT algorithm)
have the most stringent requirements, siigeblocks of 2ms must be kept in memory in

order to realize finer frequency search, evendbaelation is calculated eachms (refer to

figure V-13). It is closely followed by the Clasalcand the Shift algorithms. The other
algorithms only proces ms blocks of signal at once. The Sum after and the $efore

algorithms have the lowest memory availability regonents. Indeed in these algorithms, at
each iteration the currems block is added to the previous one which can életed

afterwards.

V1.5 Conclusion

In this chapter the performances of the advancgdrithms presented in chapter V
were evaluated using three types of tests:

- the first test focuses on the algorithms complexityterms of number of
additions, multiplications and processor cyclepgdorm acquisition,

- the second test focuses on the sensitivity issnyespmparing the loss in the
estimatedC/N, induced by each algorithm,

- the third test compares the minimum time, evaluateirms of number of
arithmetic operations and number of processor eyaleeded by the
algorithms to acquire a signal at a givéfN,, .

In the first two tests, the assum&g, M andC/N, values were the same for each algorithm;

it was not the case for the third test where on/@/N, value was assumed to be the same.

For all of the tests, signals generated by a Spf#diR4500 were used. Three characteristic
C/N, ratios where chosen for these signalsdBgiztypical of rural environments, 2iBHz

typical of urban environments, and dBHztypical of indoor environments.

The results show that the algorithms performanasstfication mainly depends on the
number of coherent integrations, i&,. This means that the algorithms performance

classification does not depend th (non-coherent accumulation). Indeed, the algosthm
complexity is generally linear witM but non linear withT . An increasedT, induces a
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larger number of data blocks to be processed foemmt integration, and in parallel more
frequency bins to be explored thus implying a fertincreased complexity. But, an increased
M only induces more data blocks to be processed.

For T, 27 ms- needed in constrained environments, the resigtslighted a clear
advantage of the Transverse FFT algorithm over dtieers, since it has the lowest
complexity, and in the same time do not induce samgsitivity loss. It is followed by the Sum
before. ForT, < 7 ms, the Sum before is the most efficient, followedthy Transverse FFT.

And for T, =1ms the FFT Shift is the most efficient. It is follodidy the Sum before, and

the Transverse FFT is only th& & this case. The Sum after algorithm had perforcea
comparable to the Classical algorithm and evemt#jigvorse in some cases.

Concerning the SOR algorithm introduced in this kyat may be relatively more
interesting whem and T, are preselected independently of the expe@eN, value, that is

they are not optimised for the considered enviramme

Yet, in terms of memory requirements, the Sum &dted the Sum before algorithms
have the lowest memory needs, whereas the Trames¥#fE is the most constraining. Note
that the optimised SOR algorithm is based on tren3verse FFT for the acquisition of the
first satellite, and the Sum after for the acqiositof the all next satellites. This makes this
algorithm as constraining as the Transverse FFT.
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Résumé du chapitre 7 (Conclusion)

Les solutions de navigation de GNSS font de pluspkrs partie de notre vie
guotidienne, comme c’était le cas pour les télepbarellulaires. Mais ces solutions GNSS et
plus spécialement les solutions GPS, sont souraibesaucoup de problémes, surtout dans les
environnements indoors, comme la puissance du Isigg@u qui est tres faible, les
multitrajets, les interférences, etc.

L'objectif principal de cette these était de ca¥aser le canal GPS d'abord et de
trouver par la suite des solutions en soft qui gtremt d'améliorer le processus d'acquisition
dans les environnements fortement contraints.

Ainsi, dans la premiere partie, I'impact de mudjitts et de intercorrélations sur le
processus d'acquisition de signaux GPS a été épalié les environnements indoors et
urbains. Pour les environnements indoors, un modéleanal variant avec le temps a été
développé basé sur une analyse statistique effecha& I'ESA ; alors que pour les
environnements urbains, le canal a été caracténisdilisant le modele LMMCM du DLR.

Dans la deuxiéme partie, les différentes des teciasi avancées d'acquisition GPS qui
ont été considérées, ont surtout visé la rédudiotemps de calcul (donc indirectement le
TTFF), sans affecter la sensibilité de récepteas herformances de ces algorithmes ont été
comparees.

Conclusions

Pour les cas indoors, les résultats sur la caisatié&n du canal montrent que les
répligues de multitrajets ne perturbent pas lefopeances de I'acquisition, que ce soit en
présence ou en absence du LOS, car leurs Doppldeuurs délais sont dans les limites
d'erreurs tolérées en acquisition pour ces deuxnpetres. Par conséquent, ils ne sont pas ou
tres difficilement détectés pendant I'acquisitiGependant, il faut toujours garder en téte que
poursuivre un mulitrajet n'est pas désiré danségepteur GPS. Par ailleurs, les simulations
mettent en évidence des atténuations relativesulitnajets comparés au LOS compris entre
14 et 17dB. Finalement, nous avons remarqué que dans certaigsles multitrajets
impliquent une petite augmentation du niveau dut brii dB au maximum. D'autre part, il a
été souligné que les intercorrélations sont pdidiement inquiétantes car elles induisent des
erreurs de I'ordre ddm.

Dans les milieux urbains et les environnementsyge tcanyon, les multitrajets ne
perturbent pas non plus l'acquisition, puisquealidais maximaux trouvés étaient dans ce cas-
la généralement inférieur a la durée d’'1/2 chipcdde C/A. Les résultats ont en outre mis en
évidence une corrélation assez claire entre lesisddéhaximaux et l'angle d'élévation des
satellites : Ceux-ci diminuent avec l'augmentaties angles d'élévation satellites (des délais
de l'ordre de50/s ont été trouveés a un angle d'élévation de 9D&Ns ces environnements,
nous avons relevé une atténuation relative destrajdts par rapport au LOS qui varie entre
-5dB et —18dB. Comparé aux atténuations des multitrajets eadrgl(14 a 14B), ils sont
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généralement moins atténués. Les pics d'interatiofl se sont ont générés de trés grandes
erreurs dans ce cas-la aussi. En effet, les pitesmondants peuvent se produire a des délais
aléatoires, a l'intérieur d’une période donnée ddeg alors que ceux relatifs aux multitrajets
dépendent du retard du LOS (ils ont des retardsergégment proches) et ils sont
progressivement atténués quand les délais augnemans tous les cas, le LOS a pu
atteindre le récepteur la plupart du temps. Maisisdes cas ou il n’était pas disponible, un
écho a plutdt été acquis et des problemes d’inte¥adion sont apparus. Il est a noter
cependant que selon l'application visée, il s@réitérable de fournir aux boucles de poursuite
des valeurs d'initialisation, qui peuvent étre Unmane premiére approximation, voire de
fournir une position avec un signal reflété pluge de ne pas étre capable de déterminer une
position du tout.

Toutes ces observations ont ouvert la voie a atlitiSGPS et TAGPS d’une part, et
a considérer des algorithmes de traitement de wgraPS plus performants dans une
deuxieme partie de cette thése.

Ainsi, dans cette deuxieme partie, plusieurs testsgté d'abord réalisés pour illustrer
les performances de 'HSGPS et de 'AGPS. Le BT8&&¢ utilisé comme récepteur HSGPS,
alors qu'une solution de Thalés Alenia Space auétisée pour tester le mode AGPS.
Comparé a un recepteur classique, les récepteuBPBSbénéficient d’'une plus grande
disponibilité dans les environnements contrainia position a pu étre obtenue avec le
récepteur HS dans les canyons urbains, pendant ggcepteur conventionnel ne pouvait pas
produire une position dans de tels environnemebhts résultats obtenus dans les
environnements urbains ont été répercutés par deaxenvironnements indoors. En effet,
dans des environnements indoors semblables, leptetos conventionnels ne pouvaient pas
opérer, pendant que l'unité HS pouvait toujoursrimues positions. Ce résultat est confirmé
par Karunanayake, parmi d’autres, qui a constat Iquseuil de poursuite des récepteurs
Haute Sensibilité est environ a @BHz c'est a dire environ 1dB en dessous de la limite de
poursuite du récepteur GPS conventionnel évaluéoaus de cette thése et trouvée a 32
dBHz Le BT338 utilisé dans les tests réalisés au cdargette thése a fourni un seuil de
poursuite de 1@BHZ Karunanayake a aussi constaté que le seuil dsitiqn est a 321BHz
environ, montrant ainsi que le HSGPS n'est pagtigisste pour étre utilisé tout seul dans les
environnements dégradés. Mais, généralement, uramivdégradé de performance de
positionnement, notamment la précision, est obsgumaid la comparaison est possible entre
le récepteur HS et les récepteurs conventionnefspe montré dans plusieurs références. En
bref, les applications qui utiliseront des réceedSGPS doivent trouver un équilibre entre
la disponibilité de solution et la précision detasition a moins que la détection et la réjection
d’erreurs ne soient intégrés pour garantir une gaMn fiable. L'AGPS améliore
essentiellement la sensibilité du récepteur pentiacquisition, permettant ainsi de fournir
une position GPS dans des conditions difficileddhéficie en outre d’une bonne précision
comparé a la technique HSGPS. De plus, il dimiradicalement le TTFF qui est tres
important pour les applications commerciale tengas. iPour I'AGPS le seuil de la poursuite
a été trouvé a environ ¥BHz En raison du manque de temps, le TTFF obtenu [AGES
n'a pas été etudié. Cependant Karunanayake a togstle TTFF est considérablement plus
réduit en cas d'’AGPS grace aux données d'assistiinpeut étre conclu que l'assistance
fournie une aide "grossiere" qui n'est pas utilasdéamélioration de la performance de la
poursuite (le méme seuil de poursuite que le récepiSGPS). En effet, quand le récepteur
est dans le mode poursuite, il posséde une infasmde temps et de position beaucoup plus
précise. L'AGPS utilise le réseau sans fil pourrdiowles données d'assistance au GPS mobile
et est ainsi une solution inhérente pour les tephes hybrides. En plus, 'AGPS peut
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facilement intégrer les techniques de Hautes SkitsiliEn effet, les développements récents
de la techniqgue d'’AGPS ont permis de réaliser deues intégrations cohérentes en
fournissant le message de navigation, une infoonade temps, I'almanach et une position
approchée via des canaux de communications ditfereGette assistance permet des
intégrations plus longues quOms et peut améliorer le timing du récepteur pouniduer

les restrictions causées par une mauvaise compamsdd Doppler. En résumé, 'AGPS
fournit une meilleure sensibilité en acquisitiondes performances de poursuite semblables
aux récepteurs HSGPS. Comme cette these se fosalieeit sur les méthodes d'amélioration
de l'acquisition, c'est I'AGPS qui a été choisislaa contexte. Il est important de rappeler
cependant que l'utilisation de 'AGPS n’interdittilisation de 'THSGPS pour le compléter.

L'utilisation d'’AGPS doit étre en plus couplée avies algorithmes avancés
d'acquisition. L'amélioration vise essentiellemeéatTTFF, en essayant de ne pas affecter la
sensibilité de récepteur de facon significativea@e algorithme a été théoriquement décrit
et analysé en présentant ses avantages et incent&ni

Ces algorithmes peuvent étre divisés en deux caésgo

- Les algorithmes "mono-satellites" qui acquiérestdatellites un par un et améliorent
l'acquisition de chaque satellite. Les algorithroessidérés sont dans ce cas-la: FFT
classique, la corrélation moyennée, lintégratiohécente en sommant aprés FFT-
IFFT, lintégration cohérente en sommant avant FFHF, la FFT transverse, et la
FFT shift.

- L’algorithme "multi-satellite” qui acquiere plusudi satellite en parallele, permettant
ainsi de réduction la complexité, le SOR. Un alipwnie combiné a été aussi considéreé
(SOR optimisé), ou le SOR a été couplé avec la FRiisverse pour acquérir le
premier satellite.

Une optimisation commune a été aussi considérée [esu algorithmes "mono-
satellites”, qui est un résultat de la propriétéadeT : la réplique de code est générée une fois
pour toutes au début du processus d'acquisitiofieawe la générer a chaque itération, pour
chaque case fréquence et pour chaque accumulaticnahérente.

Apres avoir décrit ces algorithmes, un ensemblepdences a été réalisé pour les
comparer l'un avec l'autre en mettant en reliefsleavantages et inconvénients respectifs.
Dans tous les tests, des signaux générés par uenS@TR4500 ont été utilisés. Trois
rapportsC/N, différents ont été considérés : dBHztypique d'environnements ruraux, 27

dBHz typique d'environnements urbains et dBHz typique d'environnements indoors. La
performance des algorithmes du point de vue dergptexité et de la sensibilité a été évaluée
en utilisant trois types de tests :

- Le premier s'est concentré sur la complexité dgsrihmes (le nombre d'additions,
multiplications et cycles de processeur pour exécutacquisition) pour des
parametres semblables. Les résultats ont montrdagperformance des algorithmes
dépend surtout du nombre d'intégrations cohérentes d’autres termes, la
classification des algorithmes est la méme quelke gpit la valeur dM, mais ce n'est
pas le cas pour toutes les valeursTge
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- Le deuxiéme test s'est plutbt focalisé sur la ®ditéi, en comparant la perte dans
I'estimation du rappor€/N, induite par chaque algorithme, encore une foig ples

parametres égaux.

- Finalement, le troisieme a comparé le temps minirdahlué du point de vue du
nombre d'opérations arithmétiques et du nombreydeg processeur nécessaires pour
chaque algorithme pour acquérir un signal &uM, donné.

Les résultats montrent que la classification defoperance d'algorithmes dépend
surtout du nombre d'intégrations cohérentes et émertd pas dév, car la complexité
n‘augmente pas linéairement avec la durée d'iniégraohérente.

Pour unT, =7 ms - nécessaire pour des environnements severesedaitats ont

montré un avantage net de la FFT transverse saukess algorithmes, car elle présente une
complexité minimale, et en méme temps ne condsitbpdes pertes en sensibilite.
L'algorithme de la FFT transverse est suivi pargbaithme de la sommation avant
corrélation.

Pour unT <7 ms, l'algorithme de la sommation avant corrélation lesplus performant,

suivi par la FFT transverse.
Pour unT, =1ms, l'algorithme de la FFT shift est le plus efficatleest suivi de I'algorithme

de la sommation avant corrélation. La FFT transversst plus que le®5%° algorithme en
termes de performances en acquisition. L'algoritliteda sommation aprés corrélation a des
performances comparables a I'algorithme de la H&3sa@jue, voire méme pires dans certains
cas.

En ce qui concerne I'algorithme SOR introduit daesmanuscrit, il peut étre relativement
plus intéressant quand et T, sont présélectionnés indépendamment de la valetagport

C/N, , donc en d’autres termes si ces deux paraméantdégerement surestimes.

Finalement, en termes d’occupation mémoire, lgerdhmes de la sommation apres
et avant corrélation ont des besoins en mémoireszagibles, alors que I'algorithme de la
FFT transverse est plus contraignant en termes é@maaine. Il est a noter que l'algorithme
SOR est basé sur la FFT transverse pour I'acquisdu premier satellite, et I'algorithme de
la sommation aprés corrélation pour Il'acquisitioas dautres satellites. Ceci rend cet
algorithme aussi contraignant qu’en mémoire queHa transverse.

Recommandations pour des travaux futurs

Les résultats présentés dans cette thése montremayr les applications urbaines et
indoors un récepteur GPS classique n'est pas anfffist méme I’AGPS n'est pas trés efficace
dans de tels environnements. En effet, des prolsié@aeprécision et de disponibilité étaient
mis en évidence dans ce type d’environnementspuguein étage d'acquisition du signal : la
disponibilité était d’environ 85 % et I'erreur 3Datteint 104m! Dans des environnements
indoors tres séveres, le récepteur AGPS ne popaaifournir une solution du tout.

Ce résultat suscite le besoin d’explorer principadat deux axes de recherches :

- L’hybridation avec d’autres systémes dans des enmgments trés séveres
- Le traitement des futurs signaux GNSS
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En ce qui concerne l'hybridation, une des augmemsatles plus importantes
actuellement considérées avec le GPS est 'hyloid@PS/INS (le Systeme de Navigation
Inertielle). Les résultats de ce type de couplageitrent une meilleure performance en
navigation Kubrak et al, 2005], Bingh 2006] et {(ao et al, 2006]. D'autres systemes
complémentaires peuvent aussi étre utilisés suewuhdoors, comme les répéteurs GPS, les
pseudolites, ou méme le systeme WiFi pour comlabsénce du GPS.

En outre, de nouveaux signaux GNSS seront dispgmiblvec l'arrivée du GPS
modernisé, de Galileo et du GPS Ill. On s'atteru@ &ue ces signaux offrent de meilleures
performances de disponibilité et de précision e#et, ils ont des niveaux de puissance plus
élevés que les signaux GPS kufenviron 5dB) et incorporent un canal dataless (sans bits de
données) qui permet de plus longues intégratiohérentes sans étre limité par la durée d’un
bit de données de 20s
En outre, ils utilisent des codes PRN ayant de@es beaucoup plus longues, résultant ainsi
en une réduction des problemes d’intercorrélatianun meilleur isolement entre les pics
d’autocorrélation secondaires et les pics d’'intedation. Cela implique cependant un temps
d'intégration plus long, et plus de cases Dopplergorer, augmentant ainsi la complexité.
Finalement, la disponibilité est évidemment amékoavec la présence de satellites des deux
systemes Galileo et GPS. Dans ce cas-la, les itstefirésentent des géométries bien
meilleures ce qui a pour effet d’améliorer la psé de la solution de positionnement.

Un des inconvénients de tels signaux est que tmwatibn de corrélation a un lobe principal
plus étroit, avec deux lobes secondaires sur chagiée qui sont beaucoup plus importants
que ceux de la fonction d’autocorrélation du GP&. labe principal plus étroit exige une
résolution temporelle plus petite. Ceci entraine aaogmentation du temps nécessaire pour
acquérir et poursuivre le signal. Plusieurs sohgigont disponibles pour résoudre un tel
probleme. Classiquement on pourrait réaliser plkisedts pendant I'acquisition sur les lobes
précédents et lobes suivants afin de détecter veetuelle erreur de détection. Une autre
solution serait de poursuivre l'acquisition et deifier la fiabilité de la solution pendant la
phase de poursuite en utilisant la méthode du Blavi@® JUMP par exempld-ijne et al,
1999], ou aussi I'algorithme ASPeCJulien, 200%.

Une autre solution consisterait aussi d'utiliser néeepteur bi-fréequence. En effet, les
récepteurs bi fréquence peuvent réaliser des needifférentielles parce qu'ils peuvent traiter
deux signaux en paralléle, comme les signaux GP& L,c, ou d'autres signaux ayant des
fréequences porteuses différentes par exemple'aN®rent aussi trés intéressants pour traiter
les signaux BOC de Galileo : ils permettent dedilichacun des lobes du signal, puis de les
translater en fréquence de sorte a n'’en formermsaul lobe, ramener ainsi la modulation
QPSK utilisée en une modulation BPSK, qui est gaslement traitée par le récepteur
[Heiries et al, 2004].
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Chapter 7

Conclusions and recommendations for future work
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GNSS navigation solutions are slowly becoming péxtur daily life, as was the case
for cellular phones. But these GNSS solutions, @de specifically GPS., solutions, are
subject to many problems, especially in indoor mmmnents, such as received signal
weakness, multipaths, interferences, etc.

The main objective of this thesis was to charaztetihie GPS channel first, and then to
find optimal software solutions to improve the asgion process in constrained
environments.

Thus, in the first part, the impact of multipathsdacross-correlations on the GPS
signals acquisition scheme was derived for indowt arban environments. For the indoor
environments, a time varying model of the channak wleveloped based on a statistical
analysis performed by the ESRgrez-Fontan et al., 20Q4while for the urban environments
the channel was characterized using the DLR LMMCbHO#gl developed by Steingass et al.
[2005.

In the second part, the different optimised GPSumtiipn techniques that were
considered, mainly aimed at reducing the TTFF withadfecting the receiver sensitivity, as it
was shown that these two requirements have canflictgoals. These algorithms
performances were compared with each other.

The conclusions derived from the results presertedugh out this thesis and

recommendations for future work are respectiveldrasised in sections VIL.1 and VII.2
below.
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VIl.1 Conclusions

For indoor cases, results on channel charactesizatiow that multipaths replicas do
not disturb the acquisition performance eitherhi@ presence or in the absence of LOS since
their Doppler and code delay are within the acgjoisierror limits for these two parameters.
Consequently, they are not or hardly evidencednduaicquisition, however one must keep in
mind that locking on a mulitpath replica is notided in a GPS receiver. Besides, simulations
show relative attenuations of multipath replicampared to the LOS between 14 anddBr
Last, we have observed that in some cases muliipatiuces a small increase in the noise
floor: 1 dB as a maximum. On the other hand, it was highlgjlikext cross-correlation are
particularly disturbing since they induce very higinge errors (in thikm level).

For urban downtown and canyon environments, thetipaghs replicas also do not
disturb acquisition, since the maximum excess delaynd in this case were generally lower
than the C/A code half chip duration @f5 is. Results also evidenced a clear correlation

between the maximum excess delays and the satelétation angle: the delays decrease
with increasing satellite elevation angles (delayghe order of50/s were found at an

elevation angle of 90°). In these environments, abserved that the multipaths relative
attenuation with respect to the LOS vary betweeéndB and -18dB. Compared to indoor

multipaths replicas attenuations (14 to dB), they are generally less attenuated. Cross-
correlation peaks resulted in very large error aisihis case. Indeed, the corresponding peaks
may occur at random code delays, whereas the ratlipdelays depend on the LOS delay
(they have generally close delays), and they aogrpssively attenuated with increasing
delays. In all cases the LOS could reach the recaivost of the time. But could be non
available in some cases inducing the acquisitioechio only signals and to cross-correlation
problems as well. Yet when the conditions are loiggending on the application, it may be
better to provide the tracking loops with thesdiatisation values, which may be a good first
approximation, and even to do the position deteatiom with a reflected signal than not
being able to determine a position at all.

All of these observations paved the way for stugytime HSGPS and AGPS systems,
and for considering more performant signal procegssilgorithms in a second part of this
thesis.

In the second part of this thesis, many tests Wiieseconducted in order to illustrate
the HSGPS and AGPS performances. The BT338 wasasath HSGPS receiver, while a
Thalés Alenia Space solution was used in AGPS m@dmpared to a classical receiver, the
HSGPS receivers result in higher availability ofsetvations in constrained environments:
position fixes could be obtained with the HS reeesvin urban canyons, while a conventional
receiver could not yield a position in similar eiviments. The results in urban environments
were echoed by those in indoor environments, wimes@émilar indoor areas, the conventional
receivers could not operate while the HS unit costitl provide positions. This result is
confirmed amongst others by Karunanayake who fahatithe tracking threshold of the High
Sensitivity receivers is approximately at dBHz this is about 14iB lower than the tracking
limit of the standard mode GPS receiver testedhéncourse of this thesis, and found at about
32dBHz The BT338 used in the tests conducted in theseoof this thesis yielded a tracking
threshold of 10BHZ Karunanayake also found that the acquisitionghodd is at 321BHz
approximately, rendering that the HSGPS by itselfnbt robust enough to be used in
degraded signal environments. But, generally, aradbsgl level of positioning accuracy
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performance is observed when comparison is posdielisveen the HS receiver and
conventional receivers, as shown in many referenteshort, applications that will use
HSGPS must balance solution availability with posiing accuracy unless fault detection
and exclusion is integrated to ensure reliable gation. The AGPS essentially enhances the
acquisition sensitivity of the receiver, thus enaplGPS positioning in difficult conditions. It
also has good accuracy performance compared toH®@PS technique. Moreover, it
dramatically decreases the TTFF which is very irtapurfor beneficial real time commercial
applications. The AGPS tracking threshold was foandpproximately 194BHz Due to lack

of time, the AGPS TTFF was not studied. Howeves thas done by Karunanayake et al.
[2004 who found that the TTFF is considerably lowethe case of AGPS thanks to the AD.
It can be concluded that aiding provides “coarssistance which is not useful in improving
tracking performance (the same tracking threshsltha HSGPS receiver) because when the
receiver is in tracking mode, it has a much moexige GPS time and location. The AGPS
uses the wireless network to supply assistancetddtandset GPS receivers, and thus is an
inherent solution for hybrid techniques. For examiilis easy to augment the assistance data
message with the handset to BTSs distances medsytbd network equipment. In addition,
AGPS can easily integrate High Sensitivity issuesleed, recent developments of AGPS
have enabled the use of long coherent integratipngroviding the navigation message,
timing information, almanac, and approximate positthrough alternate communications
channels. This assistance allows integrations lotiggn 20ms and may improve receiver
timing to lessen the limitations caused by Doppismatch. In short, AGPS provides greater
acquisition sensitivity and similar tracking perfance as HSGPS receivers. Finally, since
this thesis mainly focuses on methods to enhare@dhuisition scheme, it is the AGPS that
was chosen in this context. Recall however thahgqu#iGPS does not prevent the use of
HSGPS to complement it.

The use of AGPS must be further coupled with imptbacquisition algorithms for
better performance. The improvement essentiallysde#&h the TTFF, while trying not to
dramatically affect the receiver sensitivity. Eamthancement was theoretically described,
and analysed through the presentation of its adgastand drawbacks.

The considered algorithms may be divided into tategories:

- "mono-satellite” algorithms which acquire the datd one by one and
enhance the acquisition of each satellite. Therdhgns considered in this
case are: the classical FFT based algorithm, tleeage correlation, the
coherent integration by summing after FFT-IFFT, tdoderent integration
by summing before FFT-IFFT, the transverse FFTRRE shift algorithm.

- "multi-satellite” algorithm which acquires more thane satellite at once
thus allowing for reduction of complexity by elinating redundancy
between the iterations needed to acquire diffesatellites, the SOR. A
combined algorithm was also considered (the op&thiSOR), where the
SOR was coupled with the transverse FFT to acdqoedirst satellite. It was
referred to as optimised SOR.

A common optimisation was also considered for theorio-satellite” algorithms,
which is a result of the time shift property of tR€. It consists in generating the code replica
once and for all at the beginning of the acquisifpyocess, instead of generating it at each
iteration, i.e. for each frequency bin and each-camerent accumulation. Classically this is
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done in order to compensate for the code Dopplat.tBis may rather be performed in the
frequency domain in the advanced algorithm. Thesctide is generated and translated to the
frequency domain at the beginning, and only a iplideation by a complex exponential is
performed within the loops to compensate for thaeddoppler.

After having described these algorithms, a spesiicof experiments were conducted
to compare them with each other while highlightitigeir respective advantages and
drawbacks. For all of the experiments, signals gded by a Spirent STR4500 were used.
Three C/N, ratios where chosen for these signals:d&Hz typical of rural environments,
27dBHz typical of urban environments, and dBHz typical of indoor environments. The

algorithms performance in terms of complexity (wWhidirectly translates in TTFF) and
sensitivity were evaluated using three types dbtes

- The first one focused on the algorithms complex{oumber of additions,
multiplications and processor cycles to performuggition) for similar parameters.
The results showed that the algorithms performanamly depends on the number
of coherent integrations, meaning that the algorithclassification is the same

whatever the value dfl, but this is not the case for all vaIuesTgf.

- The second test rather focused on sensitivity sgshg comparing the loss in the
estimatedC/N, induced by each algorithm, again for equal paramset

- Finally, the third one compared the minimum timealaated in terms of number of
arithmetic operations and number of processor synkeded by the algorithms to

acquire a signal at a give®y N, .

The results show that the algorithms performanassilication mainly depends on the
number of coherent integrations, T&,, and does not depend b since the complexity does

not linearly increases with the number of cohenetgigration.

For T, 27ms, the results highlighted a clear advantage of Thansverse FFT

algorithm over the others: it has the lowest coxipfe and in the same time do not induce
any sensitivity loss. It is followed by the Sum dmef. Such coherent durations are generally

needed for indoor and urban canyons environmemts.TE < 7 ms, the Sum before is the
most efficient, followed by the Transverse FFT. Aod Tp =1ms the FFT Shift is the most

efficient. It is followed by the Sum before, ane ffiransverse FFT is only th& & this case.
The Sum after algorithm had performances compatalilee Classical algorithm

The optimised SOR algorithm is interesting when @hgorithms are compared for
similar parameters, rather than in the case okémsitivity limit test, that is whel and T

are preselected, based on assumptions o€thg , with a margin leading to over estimation
of these parameters.

In terms of memory requirements, the Sum after thiedSum before algorithms have

the lowest memory needs, whereas the Transverse iE&Rhe most constraining. The
optimised SOR algorithm being based on the TrassvEFT for the acquisition of the first
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satellite, and the Sum after for the acquisitiothef all next satellites is as constraining as the
Transverse FFT.

VIl.2 Recommendations for future work

The results presented in this thesis show thaufban and indoor applications the
GPS alone is not sufficient at all. And even AGRSnbt very efficient in such harsh
environments. Indeed some availability and accurpmyblems were evidenced in light
indoors and urban environments, especially in #ee of signal acquisition: the availability
was about 85% and the 3D error standard deviatached 104n! In deep indoors the AGPS
receiver could not deliver a solution at all.

This result raises the need for two major axegeséarch:
- Hybridisation with other systems in very harsh eowments
- Future GNSS signal processing

In the case of hybridisation, one of the most ingoar augmentations currently
considered with the GPS is the GPS/INige(tial Navigation Systejrhybridisation. Results
on this kind of system coupling exhibit better rgation performanceKubrak et al., 200b
[Singh, 200p and [Gao et al., 2006 Other complementary systems may also be used
especially indoors, like GPS repeaters, pseudoldegven WiFi system to fill the lack of
GPS for indoor or harsh positioning.

Besides, new GNSS5{obal Navigation Satellites Systenssgnals will be available
with the arrival of modernized GPS, Galileo and GRS(more particularly BOC(1,1)
signals). These signals are expected to offer ibatteuracy and availability performance:
indeed, they have power levels higher thanlth&PS signals (aboutdB) and incorporate a
dataless channel which allows for longer cohenetegrations without being limited by the 20
msduration of a data bit.

Furthermore, they use PRN codes with much longaog® thus allowing for reducing the
cross-correlation problems through an improvedaismh of auto-correlation secondary peaks
and cross-correlation peaks. This however induoegdr integration time, thus implying
more Doppler bins to be explored, hence increasimgplexity.

On the other hand, the availability is obviouslgreased with the presence of satellites from
both GPS and Galileo systems. In this case bedtetlises geometries are available for the
receivers.

A disadvantage of such signals is that their cati@h function has a narrower main lobe,
with two secondary lobes on each side, that arehrmmre important than the GRS signal
secondary lobes. A narrower main lobe requiresweldime resolution. This results in a
higher time consumption to acquire and track sighny solutions are available to resolve
such problem. A basic one would be to carry outhim tests during acquisition on the
preceding and succeeding lobes. Another solutionldvbe to proceed with the acquisition
and to compensate for this problem during the trackhase using the BUMP and JUMP
method for exampleHine et al., 1999 or ASPeCT Julien, 200%.

Yet another solution also is to use a dual bandivec. Indeed, dual band receivers allow for
differential measures because they can processitmals at once, like the GRS and L,

signals, or other signals with different carrieecfuencies for example. They are also very
interesting in the frame of the BOC Galileo sigriaf:allowing for filtering each of the signal
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lobes the latters can be translated to the sanmteat@&equency, and the QPSK scheme used
for this modulation is converted to BPSK schemeijctvhis more easily processed by the
receiver Heiries et al., 200§
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Appendix A

GPS Navigation Message structure

This appendix briefly details the structure of @RS navigation message.

The navigation message broadcasted by the GP3itsatehtains information about
the message transmission time, the position andpbkeating conditions of the satellites, the
signal propagation delay, the correction to be maderder to correct the UTQJgiversal
Time Clock clock, and the constellation conditions. This sag® is composed of the binary
data, which is transmitted over the and L, carriers at 50 bits/ It is divided into frames of
1500 bits. Each of these frames is comprised aftbfames of 300 bits each, and having a
duration of 6s. Each subframe is composed of 10 words of 30daith. This data signal has a
period of 25 frames, in other words it repeats ¥B&1500 bits, or 12.5 min.

Figure A-1 below illustrates the structure of th&senes:

(| TLM HoOw Transmitting satellitClock correctian/Heall [Subframe
| TLM| How . Trapsmitting satellite ephemerisc | [Subframe
< [TLM How . Transmitting satellite ephemerisc [Subframe

| TLM How  Almanach(all satellite$)/lono/UTC dn 25 fran  |Subframe

| TLM HoOw. Almanach/Health on: 25 frames (all satell; [Subframe

Vi

Total duration of one si-frame: 300/50=6 secon
Fig. A-1 : GPS Navigation Message structure (onedme)

where TLM stands for TeLeMetry. All the sub-frames beginhwattelemetry word destined
to measure the satellite distance precisely. Itehpeeamble of 8 bits which is always
the same (10001011) and known by all the receigershat they can identify the
beginning of a frame. This allows the receiver teasure the moment when the
message arrived more precisely. Moreover, it hagdal8 bits, and six parity bits.

TLM | Preambl Date Parity

30 bits 8 bits 16 bits 6 hits
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HOW stands for Hand Over Word, it allows to identifiettime at which the last bit
of the subframe was emitted.

HOW TOW Data Parity

30 bits 17 bits 7 bits 6 bits

The first 17 bits are called Time Of Week; they\pde the number of transmitted
subframes since the beginning of the week (Sunddgight). And knowing that each
subframe has a duration of six seconds, the receare calculate the exact time. This
is a mean of updating the GPS receiver clock e@esgconds. The 7 data bits enable
the receiver to identify the number of the emitsetbframe and also informs about the
validity of the received message.

The satellite conditions and clock corrections pérthe first subframe is composed of
the remaining 240 bits. The first ten bits of wdhdee define the number of weeks passed
since the B of January 1980, such that this number is relidgd every 1024 weeks that is a
little less than 20 years. The GPS receiver musp kbe date when this happens so that it
remains updated. The four bits that follow define URA User Range AccuragyThe URA
gives the worst predicted precision for the 30 sdsdo come, and is rated from O for the best
precision and 15 for the worst. But this value thog accuracy does not take into account the
delays introduced by the ionosphere layers. Sieradbiits give information about the satellite
operation, and indicate if the satellite can bedusenot. When the satellite operation mode is
normal, this field is set to zero. A field calldtetlODC (ssue Of Data Clogk composed of
ten bits, allows the receiver to know if one or moorrection parameters were modified. The
receiver can then be updated. Another field caligdis composed of 8 bits, and gives an
estimate of the corrections to be made to thelgatdlfferential group delay. This sub-frame
contains in summary all the corrections concerrtimg calculation of the clock and the
position of the satellite.

The second and the third subframes give the datefihemeris. They define the actual
orbital of the satellite with respect to the GP&ckl This information remains valid and can
be used by the receiver for two to four hours witha significant error. An 8 bits field, the
IODE (Issue Of Data Ephemejishas the same functionality as the IODC, bubitaerns the
satellite ephemeris parameters. It must also baléquhe first 8 bits of the IODC field.

The fourth subframe contains general informationceoning the clock drift between
the GPS and the UTC clock. It gives the configoratof the 32 satellites, and the signals
propagation delay model through the ionospherersayealso gives with the fifth sub-frame
the satellites almanaand their operation conditions. A 22 characterssage can also be
sent in the fifth subframe.

! Subframe 4 gives almanac data for satellites 258@& subframe 5 gives almanac data for satellit24.
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Appendix B

GPS link budget

This appendix provides the material to derive tiSGignal transmission link budget.

The satellite downlink losses may be modelled dgyure B-1:

Transmitted

power P Antenna
gain G,
Free space
loss ()
Other lossels Antenna
D L [
(Lo) gainG; Receiver
RF
Pr Feeder losg front-
Lde [ T
No

Fig. B-1 Different GPS signal loss sources

WhereF is the noise factor.
G, is the maximal transmitting antenna gain (assutodx a directional antenna).
G, is the maximal receiving antenna gain (assumdxtta directional antenna).
N, is the equivalent noise generated by all noisecssy placed at the input of the
receiver
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B.1 The power of the Radio Frequency signal

First, theL, carrier powerP,,, is calculated at the output of the receiving anteras a
function of the received pow€r [Akos, 199}, [Spilker, 1996

The received flux density at any distance R onlthie sight of the transmit antenna is

RG,

given by:W, = R (W/nf), where the numerator represents the EIRfe(tive Isotropic

Radiated Powgr EIRP=PRG, (W).

If the receiving antenna was ideal, then the reszkigower would be expressed as:
P =W, A , where Ais the aperture area. But in practice, the effectiperture area is given
by: A, =n.A , wherer,is the aperture efficiency of antenna. In this cése power received
by the antenna becomes:

P - RGA (B-1)

" ArR?

The maximum gain of the receiving antenna is rdlate its effective area by a
47,
/12
where A is the signal carrier wavelength {9cm for the L, carrier).
Hence, by substituting, by its value in the expression of the received groequation B-1,

P becomes:

fundamental relationship in antenna thedgy:=

/1 2
P =RGG, {ﬁ} (8-2)

This is called the Friis transmission equation.sTaguation can be otherwise written as:
P. = EIRP+10logG, - L, . According to the definitions given previousk,corresponds to

the received carrier power C.

The total transmitted powe?, is calculated by recalling that dg carrier transmitted

signal in a GPS system has an initial power o\bfor both the C/A and P codes, and that the
power consumed by the C/A code is half that conslibyethe P code. In this case, we have:

P, =50W =P, ,+P, with PP:%PC,A. This gives: P,, = t=§50W=33W or

P, =10log33=152 dBW.

Furthermore, we seG, =G, =13.2dB, which is the maximum GPS transmitting

antenna gain at its edges; we assume the antes;@dmnting is compensated by the pattern.
This givesEIRP=152+132=284 dBW.
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The last term of equation B-2 is the inverse & free space loss expressed as:

2
|_p = {@}
A
with A :E:L.Sem, where c is the velocity of light, and is the carrier
f 15754200
frequency.

R [ 20200000mat the zenith point, and 26000000 in the azimuth direction.
The inverse of the free space loss is then cakdlas follows
- for R 20200000m:
20logA —20log4 - 20log 77 — 20logR
= 20|09L.86
157£.42(1C
- For RC 26000000m:
20logA —20log4 - 20log 77 — 20logR
310°
157£.42110°

—~12-20log 77— 20log 20200000= —1825 dB

= 20log —~12-20log 77— 20log 26000000= —184.7 dB

In what follows, the calculations will only be permed assuming that
R [ 26000000m, that is considering the worst case.

Last, it is assumed th&, =0dB, hence we ge€ = P, =284-184.70=-156.3dB

In practice, other losses must be considered ssichim or dust attenuation, losses due
to ionospheric and tropospheric attenuation (wlighvery negligible for the band), losses
associated with the transmitting antenna like dezlér losses and loss of gain due to pointing
error, and losses associated with the receivingrauat But for the sake of simplicity, these
losses will not be considered here. Note that tbeospheric delay can be modelled and the
ionospheric errors can be corrected in a two-fraqueeceiver Wells, 198T.

B.2 The noise power spectral densitiNg

It is defined as:
N, = k[T,
wherek is the Boltzmann constank =1.380650%102° m°’kgs? K™, andT is the system
typical temperature] = T, +(L-2)0T, +LO T,
—— —

—~ )
antenna feeder LNA+receiver

The expression oF assumes that the result takes into account dheohoise sources
in the receiver:

- L is the feeder loss, it is equal 04 dB
- T, =T, = 29C°K, this is the ambient temperature
- T, = (F -1)IT, (whereF is the receiver noise factor, it ranges fromBlto
4 dB)
- T, =130°K
This yieldsT =T, +(LF —1)[T,. Thus the system temperature is given as
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T =130+ {10%* 0% -1)x2900240°K =23.8dBK
T =130+ (10%* 10* -1)x290063%K = 28.0 dBK

And the noise power spectral density is,
10logk

——
—-2286+23.8=-2048dBW/Hz

Ny =
N, =-2286+28.0=-200.6 dBW/Hz
Finally, the carrier to noise density ratio at theput of the receiving antenna is:
L. -156.3+204.8 =485 dBHz
NO
N£ =-156.3+2006 = 44.3dBHz
0

The carrier to noise rati@/N at the output of the selective filter is given bli"]%

0

where the carrier pow& is —156.3dBW,
and the noise power 87 = N,B, whereB is the front end filter double sided bandwidth.

The bulk of the GPS signal power, about 90%, istaioed within the null-to-null
bandwidth of the broadcasignal. The carrier to noise ratio is thus equal to

for Bge = 2MHz, c

=485-63=-145dB
oB
C

0

, with F =1dB, that is the best case.

for B = 20MHz, =443-73=-28.7dB

Hence, the GPS signal is well below the noise fexat is not visible with a spectrum
analyzer even at its spectral peak.

The signal to noise ratio being negative, the difgwto the ADC at the RF front-end
is totally buried in the noise. It can be seen fitbwa last equation that the low signal to noise
ratio value is essentially due to the large sigbahdwidth. Thus, extracting the useful
information from such a received signal is veryidifit: one cannot even know whether there
is a signal or not.
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Appendix C

Doppler shift due to satellite or user motion, time
and position uncertainty

In this appendix, the Doppler shift is computed eteping on different parameters,
namely, the relative satellite-user motion, theetinmcertainty and the position uncertainty.

C.1 Uncertainty on the Doppler shift due to a user’s psition uncertainty

T
he angular velocity of the satellite in its orlsitgiven asKaplan, 199¢.
a5 _ 2n =1.458x10*rad /s,
dt 11x360(+58x60+2.05
wheredt corresponds to half a sideredhy (11 hrs, 58 min, 2.0§ in seconds. This is the
time taken by the GPS satellites to rotate oncaeratahe earth.

The speed of the satellite is:
_r,dé

S

[126560x1.458x10™* 013874m/s , r, is the average radius of the satellite orbit.

The Doppler shift is caused by thg component of the satellite velocity, represented
in figure C-1 below.

2 The sidereal day is slightly different from an apmt solar day. The apparent solar day is the kigtereen
two successive transits of the sun across the lmealdian and has 24 hours. It is the time usety.d@he
sidereal day is the time for the earth to turn calution. The mean sidereal day is 23h 56min 4.6%lf a
sidereal day is 11h 58min 2.05s. This is the tiordlfe satellite to rotate once around the earth.
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20192km

I's =26560km

I'e= 6368km

v

Fig. C-1: Doppler Shift due to satellite motion

The Doppler frequency caused fgy toward the user is:
v, =V, 8ingS.

Applying the cosine law in the OAS triangle gives:
AS? =12 +r2 =2rr cosa =r7 +r2 -2rr sing.

And the sine law leads to:

sing cosd AS’

Hencev, can be computed as:
_ v r,cosd v I, cosd
2 4.2 .
AS JrZ+r2-2rr sing

d

As it can be expected, fd&t = % v, =0 and it is intuitively maximal when the satelligeat
a horizontal position with respect to the usersThay be easily verified by the calculation of
the maximum value of; which is the one that cancels its time derivatiith respect tod

given as:
dv, _ vSrelrerSsin2 8- (r7 +r2)sing + rersj

de (re2 +r2 = 2r,1, sinﬁ)%
Setting %;:O gives sin9:£:9D0.242rad. At this angle the satellite is at the

S

horizontal position referenced to the user as ege@nd the maximum value @ is then:
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_ce 2 _vr, 3874x6368

Vd max —
\/rez er2-onr % r, 26560

For the L4 frequency, the maximum Doppler frequency shift is:
f= LV max — 1575.42><8929 049 kHz.
o 3x10

0929m/s.

This is the Doppler shift caused by the satellitetion. The user motion also affects the

Doppler shift. If the user is moving towards thee#de, the overall Doppler shift is

increased. Otherwise, it is reduced. However, &iwgluser does not usually move at a high

speed, thus the resulting Doppler shift is verylsma

fy 03 Hz for a user walking at &vs.

However, the Doppler shift resulting from a lanchieée must be considered if the Doppler

bins used for acquisition are small. For a car mgwat 50knYh for example, the resulting

Doppler frequency is of:
¢ =LV _157542x139
g = =

c I 10 U73Hz

Concerning the Doppler frequency shift on the CHAle, it is quite small because of
the low frequency of the C/A code:

_ fVymax _ 1.023x10° x929

i
de C 3x1(°

32 Hz (C-1)

C.2 Uncertainty on the Doppler shift due to a user’s psition uncertainty

In the previous section we proved that=v, [$inf3. In the case of an uncertainty on
the user position, figure C-2 becomes:
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A
B
/_u
20192Km Vs
V,
AB
y B v
” A ﬂ
D%
AG f. =26560Km
re:6368Krr\a f
(@) >

l
Fig. C-2: Doppler Shift due to user position uncerinty

In the case of AGPS, the ephemeris data is tratespover the GSM radio interface
and the user’s position is known to be in the s@ngell. Thus the maximum uncertainty on
the user’s position i&d,,, =15km, which corresponds to the maximum cell radius (&SM

network. This distance has a circular shape, baotpawed to the perimeter of the earth it is
reasonable to consider it as a segrhent

Figure C-2 shows that,'= v 3in8 , with § = '+Af . Thus by replacings in the
expression o/, e have:
v, '= v sin(B —ApB) =v,sin fcosAS — v, cospsinAfS (C-2)
The sine rule applied to the triangle AA’S gives:
. v . _sinylAd
SINABTA S=siny[Ad that iSSinAS =g
with A'S=./AS? + AA? - 2AS[AATGosy , and AS= \r? +r2 - 2r [t [5ind .

The maximum value o$inAS is obtained by a Matlab algorithm which plstaAS
as a function ofy and @, and gives the maximum result and the correspgntiéta and
gamma. Figure C-3 shows the obtained graph.

® The earth’s perimeter iB. = 277, =40011324km, and Ad/P. [10.000375<<<1
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% 10

0 o

Fig. C-3: SINAS as a function of y and 8

The maximum value o$inAfS over the rangg0;272 flor both y and 8 is 7.4287e-004. It is
reached fory =6 =157rad. This maximum value okinAg allows us to consider it as
small and to make the following approximations:

COsAL L1 andsinAS =AS .

Reporting these approximations in equation C-1dgiel

V,'= v, 8inSB —-v, [ASLEosS = v, —Av,, with Av, =v_ [CoSBAS.

The same can be applied for A” (triangle AA”Shawe get as a result:

Avy = —v, [tosS L.

Av, is maximum whencosfS andAfS are maximum. This is the case for 0°, and for
AL =7.4287e 004rad, that is when the SV is just at the vertical @& tiser, which gives:
AV = 2.8779M/ s

Therefore, Af ., = L BBV =15.2 Hz, and the Doppler shift uncertainty resulting
c

from a user position uncertainty is reduced tortimge[-152 Hz; +15.2 Hz].

C.3 Impact of time uncertainty on the Doppler shift

A time uncertainty engenders a satellite positionceutainty. This implies an
uncertainty on the angte Figure C-4 below, illustrates the impact of timmecertainty on the
satellite estimated position, and thus on the edgchDoppler shift.

201



Appendix C - Doppler shift

A +AS S is the actual satellite position

O is the center of the Earth
-AS

+AG rsis the satellite orbital radius of approximateB680km

O & >

Fig. C-4 : Impact of time uncertainty

As already mentioned, the time uncertainty in a/G3ftwork is in general of 2ec If
the satellite is supposed to have a linear velafity, = 3874m/ s, a 2secuncertainty yields

a 7748m error on the satellite position. For an approxghatircular satellite orbital, this
results in an erroA@ such that:
7748

AG = - =3x10™ = 0.0003rad

S

This result allows us to make the following appmations:
CosAA L1, sinAB L A6 (C-3)

Now if we reconsider the expression of obtained in the previous section:

r, cosd : : .
v, = Vsl . With an uncertainty o8, the new expression af, becomes:
\/rez +r2=2r.r sing
vr, cos@ + A6) _ v,r, (cosfcosAd - sindsinAb)

Vy

\/rez +r2 =2rr, sin@+Af) \/rez +12 =211 (SiNOcosAB + cosfsinAf)

By taking into account the approximations consdeabove, the expression of '
becomes:

e V.1 (cosd - A8 5inG) _ VI, cosd — v r,A8 ($ind

C 222 (sind+AOE0sA)  \r2 +12 - 2r,1,sind - 21,1 AD Eosh

V.= v r,cosg —v,r.Af(sind

L=

JrZ+rZ-2rr sing [1- 22rer25A6m:osQ
re +ro —2rr sing
2r.r A . . , :

Let us setQ = "o AO (L0 . A Matlab algorithm is used to find the maximumueaof

rZ+r2—2rr sing
this ratio, as a function &#. The resulting graph is shown in figure C-5, below
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Fig. C-5: Q as a function of &

Figure C-5 shows that the maximum @f that is equal to 1.5263e-004, is reached for
6=047rad. Thus it is possible to make the approximation ttha

2r.r A8 [tosd A@[tosf

1-— rerzs o_ 01+ Zrers2 o] .
re +rs —2rrg sind re +rg —2rrgsing

r.r AG [toss
rZ+r2—2rr sing

. In this case, the maximum value for the

ratio is 7.6315x10, and it can be neglected with respect to 1.

The final expression of, Becomes:
.V r,cosgd-v . AG$in8 . v r,AG$inG
v, '= =v, —Av,, with Av, = .
Jr2+r2 -2rr_sing JrZ+r2=2rr sing
In the case of a negativk&éd, the same can be applied and we obtain a poshwe Now, the
maximum value ofAv, is obtained whersind andAé& are maximum, i.e., fosind = &nd

A6 =0.0003 Thus,Av, . =25129m/s.

=L Ve 135 1z, Thus the
C
Doppler shift resulting from a propagation time erainty lies in the range

[-132 Hz +132 HZ].

The corresponding Doppler uncertainty &t

d max
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C.4 Impact of a user position uncertainty on the deterrmation of the code
delay

The pseudo range equation is as follows:
p=r, —ru||+c[ﬁdf—d'f)+ do=7xc
where p is the predicted pseudo range,

r is the satellite position,

r, is the receiver position,

df is the estimated satellite clock drift with respecGPS time,

dT is the estimated receiver clock drift with respecGPS time,

dp stands for different errors affecting the GPS aldeprrors due to the troposphere,
the ionosphere, ....),

T is the predicted propagation delay,

c is the light velocity

Figure C-6 below, shows the case where the unogrtan the user position is
maximal, 15km, which corresponds to the maximal allowed radarsaf GSM cell.

@ is the elevation angle, i.e., the angle betweerutez-tosatellite LO¢

and the horizontal plane, A is the real user pasjtiand A’ is th
estimated user position

Fig. C-6 : Impact of a user position uncertainty
The cosine rule applied to the AA’S triangle gives:
d, = AA%+d? - 2AA@, cosd andd, —d, =/ AA%+dZ - 2AA@, cosd —d, = Ad,

where Ad is the error on the user to satellite predictedngetrical distance. This error is
maximal ford = 0°, which corresponds to:

Ad,., =+/(AA?+d,)? —d, = AA=15km

SOOBOEIfc =51.15chips on the code delay.
C

This yields an error

On the other hand, the uncertainty on the useaskctienerates generally an error of
+ 1kHz on the Doppler frequency, and téh on the user position. But this error can be
neglected with respect to the code delay.

204



Appendix D — GSM positioning techniques

Appendix D

GSM positioning techniques

Cellular network based localization techniques @tber hold out by the network,
“network centric” techniques, by the MBI@bile Station, “handset centric” techniques, or by
the two of them, “hybrid” techniquesRkpssatti, 200l [Changlin, 200R Most of this
appendix relies orjossatti, 200{L

In network based techniques, the MS itself is lptphssive. The network makes all
the needed location measurements and calculatdd $hgosition. These are done by means
of the BSC Base Station Controll¢rthe MSC Mobile Switching Centgror an equipment
such as a LMUL(ocation Measurement Upjta MLC (Mobile Location Centgror a SMLC
(Serving Mobile Location Centér The last three equipments are to be added toetveork
for location purposes. Such a technique eventuatiyires costly modifications to be done by
the operator to accommodate a wide range of haelwerducts. More specifically, these
modifications involve changes or updates of the EB&8se Transceiver Statipnthe Base
Station Controllers and/or the MSC.

In the second technique, the localization procedsranplemented in the mobile
phone: It makes location measurements and calsultatewn position. The calculation of the
user position in this case can be assisted by éteank. Thus, it may assist the MS in
location estimation. This method doesn’t requiranges to be made in the mobile network,
but simply updating or eventually changing the MS.

The hybrid localization technique is in realityllstnainly based on the network which
makes most of the positioning functionalities. TW® can make some location measurements
or other similar tasks to assist the network. Thethod still has a great disadvantage because
it requires changes to be made to the network tredMS.

* The LMU measures the physical signals, and canntegrated in the BTS, related to the Base Station
Controller BSC or through a radio interface to BYeS.
The SMLC demands an MS localization, and in certages contains some network info (topology,...... )

205



Appendix D — GSM positioning techniques

There is another type of cellular network basedhnapes. It consists in a micro-
localization by means of an IRnfra-Red or a Bluetooth interface for example. But
obviously this solution is limited by the distanbetween the receiver and the transmitter.
Moreover, it is not secure, because personal irdtion will transit in a network other than
the cellular network and the server permanentlysithe user position.

In what follows, several cellular network wireldssation techniques are overviewed.

D.1 Network centric techniques

D.1.1 The Cell-ID or COO (Cell Of Origin)

An inherent feature of all cellular systems is difdity to identify a cell by identifying
the corresponding BTS. In fact, each BTS has a dbaé¢ identifies it uniquely and
internationally: the CGIell Global Identifiej. Thus, the extra work to be done in this
method, is just to associate this Cell-ID with adtion information of the BTS, such as its
(X,Y) coordinates. No additional calculations aeeded. The computation time is only that
of the research in a pre-prepared data base. Thissmethod is fast and interesting for
applications requiring high capacity but low prems In fact, the accuracy of the Cell-ID
technique is of the order of the cell size, whishabout a few hundred meters in GSM
networks, in urban areas, but reachesk8bin rural areas. If in addition, the cells are
sectorised, the precision is improved, and becoohélse order of a sector. But, in practice,
the real covered zone may differ from the prediagd. This increases the lack of precision
of this technique. This method can be enhancedongidering the signals received by the
mobile from neighbouring cells. In this case, tlesipon is determined as the intersection of
different areas. But the precision is just a litileenhanced; it still depends on the cell size,
and requires a longer computation time. The fidaew illustrates the principle of the Cell
ID wireless location technique.
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Fig. D-1 : Cell ID wireless location technique
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D.1.2 The AOA (Angle Of Arrival) method

This method was first used during the developménadar, sonar and antenna array
techniques. It is based on array signal procestngniques. Each BTS is equipped with
special antenna arrays and location receivers imgghilto determine the AOA of the MS
signal. And the final location of the mobile is thgersection of different apparent arrival
directions calculated by different BTSs. Thus astewo BTSs are needed, but three or more
are often used to increase accuracy and reducetaimtg due to multipath. No modifications
are needed to be done to the MS.

The accuracy of this method depends on the disthatgeen the MS to be located
and the BTS. The further is the MS from the BT®, ldrger is the localization uncertainty.
Obviously, this type of measurement is greatlyadisd when no LOSL{ne Of Sigh exists
between the MS and the antenna arrays, and thizktoan accuracy is thus degraded. Figure
D-2 below illustrates the principle of the AOA ldica technique.
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Fig. D-2: AOA wireless location technique

D.1.3 The TOA (Time Of Arrival) method

The principle here is to measure the absolute bigar@smission time between the MS
and the BTS. The MS signal must be received bgamstlthree BTSs which measure the TOA
independently. The data is sent to a PP&sftion Determination Equipménthat must be
added to the network. The PDE multiplies the ddferreceived TOAs by the signal
propagation velocity, which is equal to the velgaif light, and can compute the distance

® Antenna array: An assembly of antenna elements difthensions, spacing and illumination sequench tat
the fields for the individual elements combine tmduce a maximal intensity in a particular direati@nd
minimum field intensities in other directions.
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separating each BTS from the MS to be located. Mi&eis therefore located on a circle
centred on the BTS, and having as radius the GkaiMS-BS distance.

The intersection of three such circles determihesMS location. As a consequence of
this dialogue between BTSs and the PDE, signai$ingcreased.

Furthermore, this method requires that all the Bb&gprecisely synchronized to each
other, and that the MS also be synchronized tonetevork. This makes it possible to be
implemented only in fully synchronized networks, fas example in the 1S-95 CDMA
systems. Moreover it involves mathematic calcutegioThe principle of the TOA wireless
location technique is illustrated in figure D-3 &l

BS1

Fig. D-3: TOA wireless location technique

D.1.4 The TDOA (Time Difference Of Arriva)

The measurement made in this method is the relatgreal transmission times which
are equivalent to distance differences. The MSaliggm monitored by at least three BTSs
using dedicated location receivers. Each TDOA nressent defines a hyperbola. The
location is determined as the intersection of thrgeerbolic surfaces corresponding to three
different BTSs. In fact, each two of these BTSswldetermining a hyperbola with the two
BTSs as the foci. The TDOA method is illustratedigure D-4 below.
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Fig. D-4: TDOA wireless location technique

All over the hyperbola, the two signals have thmsg@hase shift between each other.
This method requires a strict time synchronism agnalh of the BTSs, however the MS
doesn’'t need to be synchronized since its clock lidhe same with respect to all the BTSs
and will be cancelled out by differencing any tw®@A measurements. Synchronizing the
BTSs can be done by either synchronizing all th&8physically or by bringing them to a
common reference time by measuring time differeteda/een the BTSs. If this is done, the
accuracy of this method can be of the order ofaaténs of metersqossatti, 200[L

In the case where the MS is covered by just onetbéd method becomes inefficient.
Unfortunately, this is generally the case in raadas. Furthermore, the computation time is
greater than in the precedent techniques, becamsplex mathematics calculations are
needed.

On the other hand, the implementation of this methway be costly because the
operator must update all the BTSs software andteaéiy add some equipment, like the
PDE.

D.1.5 The TA (Timing Advance)

The use of the TDMA technique in GSM networks aeat problem of a general non
synchronism between the MSs and the BTSs. Moreavieen the signal travels from the
BTSs to the MS and vice-versa, it is delayed bgaation of time. This delay is essentially a
function of the signal propagation time, and is al@tays the same due to the mobility of the
MS. Thus, it is possible that a signal occupies phanother TDMA slot, which is normally
reserved to another user. In order to solve thablpm, the GSM protocol defines a TA
(Timing Advancgfield calculated by the BTS and sent back toNt& to correct the signals
emission time. In UMTS networks, the TA will be nmumore precise then in the GSM
networks, because it will be based on a CDMA tetdmo This technique is illustrated in
figure D-5.
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Fig. D-5: TA wireless location technique

The value of the TA being directly proportionaltte distance between the MS and
the BTS, it can be used to locate the MS. It is mased between 0 and 63 (it is a 6 bits field,
where one bit corresponds to a delay oft&.Y. Hence, it identifies rings of 550 meters large,
centered on the BTS. The precision is directlytesldo the distance between the MS and the
BTS, because the more the radius is large the thersurface of one ring is large also. This
method involves at least three BTSs, and the acgusahus enhanced.

No modifications to handsets are needed, but tm®mmichanges must be made to the
BTSs software.

D.1.6 Multipath fingerprint

In this technique, the MS location is found by rhatg the multipath-produced
“fingerprint” of the signal received by one or morBTSs with predetermined
location/fingerprint database. This requires aicomus database management and updating.

Location
Calc & Control
/ Serving
/ Y Cell

MS

Location
Receivers
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Fig. D-6: Multipath fingerprint wireless location technique Rossati, 200]L

Implementing this method involves network basedtion calculation and control. It
also needs location receivers to be added. No esamayve to be made to the handset.

D.2 Handset centric techniques

Only one wireless location technique is complebaged on the MS: the OTD method
described next.

D.2.1 OTD (Observed Time Difference)

(Also called E-OTD Enhanced-OTDPin GSM networks).

This technique is similar to the TDOA method excapt the fact that the
measurements are rather made by the MS, which arersignals from at least three BTSs
and observes the time differences of arrivals. Bm&s locations are known and fixed, and
the position can be calculated by triangulatioeraubtracting the OTD from the RTRB€al
Time Differencg

In this case also, the BTSs must be synchronizeddommon reference time, and in

addition the MS must also be synchronized with Bfi&ss. Figure D-7 below illustrates the
OTD technique.
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Fig. D-7 : OTD wireless location technique

The precision of this method is limited by the timeasurement done by the MS
clock. The accuracy of the measurements is betd@8rand 500 mRossatti, 200[L But this
is subject to the synchronization between the BT&gually, in the GSM network for
example, the BTSs are not synchronized, howewsilliprobably be the case for the GPRS
and the future cellular networks. Thus applying tmethod in present is costly. Furthermore,
in rural areas where the MS cannot receive siginais three BTS at a time, the accuracy of
this technique is greatly degraded.

On the other hand, the MS needs an additional rerelwomponent to enable it to
measure the OTD of the two incoming signals witb tlifferent carrier frequencies, the most
precisely possible. In parallel, changes must bderta the phone software in order to treat
this information.

D.3 Hybrid network based techniques

D.3.1 The E-FLT (Enhanced Forward Link Triangulation)

This solution is exclusively implemented in CDMAwmonments. It is primarily
based on TDOA using forward-link signals receiveg MS. The performance can be
enhanced by complementary methods, including patteatching of RF characteristics,
statistical modeling, round trip delay measuremeartsl AOA. The E-FLT location method is
illustrated in figure D-8 below
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Fig. D-8: E-FLT wireless location technique IRossatti, 200]L

The E-FLT method needs location calculation androbto be made by the network.
It also claims synchronization between the BTSstardVSs.
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